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Abstract  
The volatility of stock prices makes stock price prediction a crucial aspect in investment decision-making. Netflix 
Inc. (NFLX), as a leading technology company listed on NASDAQ, exhibits dynamic price movements influenced 
by both internal and external factors. This study aims to implement machine learning algorithms based on data 
mining to predict the stock price movements of Netflix Inc., using Orange Data Mining software, which offers a 
visual and user-friendly environment that supports a variety of classification methods. The research methodology 
consists of five main stages: data collection, data preprocessing, model implementation, model testing, and 
performance evaluation. The dataset was obtained from Investing.com, covering daily stock data from January 2022 
to December 2023, totaling 501 entries with features such as opening price, closing price, high, low, and trading 
volume. The classification algorithms used in this study include Support Vector Machine (SVM), Neural Network, 
and Naive Bayes. The dataset was divided into 80% training data and 20% testing data. The experimental results 
show that the Neural Network algorithm achieved the best performance, with an AUC score of 0.937, an accuracy 
(CA) of 88%, and a Matthews Correlation Coefficient (MCC) of 0.759. The SVM algorithm achieved 84.3% 
accuracy and 0.690 MCC, while the Naive Bayes model reached 83% accuracy with a 0.660 MCC score. The 
confusion matrix evaluation demonstrated that the models were able to classify upward and downward price trends 
with a relatively low error rate. Thus, the application of machine learning algorithms in data mining proves effective 
in forecasting stock prices and can be utilized as a reliable tool to support investment decision-making based on 
historical data trends. 
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Abstrak  
Pergerakan harga saham yang fluktuatif membuat prediksi harga saham menjadi aspek penting dalam pengambilan 
keputusan investasi. Netflix Inc. (NFLX), sebagai salah satu emiten teknologi terkemuka yang terdaftar di 
NASDAQ, menunjukkan pola pergerakan harga saham yang dinamis dan dipengaruhi oleh berbagai faktor internal 
dan eksternal. Penelitian ini bertujuan untuk menerapkan algoritma machine learning berbasis data mining dalam 
memprediksi harga saham Netflix Inc., dengan menggunakan perangkat lunak Orange Data Mining yang bersifat 
visual dan mendukung berbagai metode klasifikasi. Metode penelitian terdiri dari lima tahapan utama, yaitu: 
pengumpulan data, pra-pemrosesan data, implementasi model, pengujian model, dan evaluasi kinerja. Dataset yang 
digunakan diperoleh dari Investing.com dalam periode Januari 2022 hingga Desember 2023, dengan total 501 data 
harian yang mencakup fitur seperti harga pembukaan, harga penutupan, harga tertinggi, harga terendah, dan volume 
transaksi. Algoritma klasifikasi yang digunakan meliputi Support Vector Machine (SVM), Neural Network, dan 
Naive Bayes. Data dibagi menjadi 80% data pelatihan dan 20% data pengujian. Hasil pengujian menunjukkan 
bahwa algoritma Neural Network memberikan performa terbaik dengan nilai AUC sebesar 0,937, akurasi (CA) 
88%, dan nilai MCC sebesar 0,759. Algoritma SVM menghasilkan akurasi 84,3% dan MCC 0,690, sedangkan 
Naive Bayes memiliki akurasi 83% dengan MCC 0,660. Evaluasi menggunakan confusion matrix memperlihatkan 
bahwa model mampu mengenali pola klasifikasi naik atau turun dengan tingkat kesalahan yang minim. Dengan 
demikian, penerapan algoritma machine learning pada data mining terbukti efektif dalam melakukan prediksi harga 
saham, dan dapat digunakan sebagai acuan dalam pengambilan keputusan investasi di pasar modal berbasis data 
historis. 
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PENDAHULUAN 
 

Prediksi merupakan suatu proses 
sistematis untuk meramalkan kejadian yang 
paling mungkin terjadi di masa depan dengan 
menggunakan data historis dan kondisi saat 
ini, guna mengurangi selisih antara hasil 
prediksi dan kenyataan (Syahdan Nabil & 
Ramdhani, 2023). Prediksi bukan sekadar 
tebakan, melainkan didasarkan pada 
pemikiran teoritis yang kuat, yang bisa 
berupa teori ilmiah . Prediksi dalam konteks 
investasi merupakan suatu proses sistematis 
untuk memperkirakan kemungkinan 
pergerakan harga saham di masa depan 
dengan memanfaatkan data historis dan 
kondisi pasar saat ini (Irmayani & Jayanti, 
2025). Tujuannya adalah untuk mengurangi 
selisih antara hasil prediksi dengan realitas 
yang terjadi. 

 Investasi merupakan suatu kinerja 
penempatan dana sebagai cara untuk 
mendapatkan keuntungan. Investing adalah 
kebijakan pasar modal dalam menyediakan 
data real-time, quote harga, perangkat 
keuangan, kabar terkini, dan analisis dari 250 
pasar modal di seluruh dunia dengan 44 edisi 
internasional (B. Krishnan et al., 2020). 
Indikator  pengetahuan investasi yaitu 
mengetahui   tujuan   investasi, mengetahui 
tentang tingkat imbal hasil, mengetahui 
tentang adanya  risiko  serta  keuntungan 
yang  didapatkan, mengetahui  tentang  alat  
investasi  dalam  pasar efek dan edukasi 
dasar mengenai investasi dalam pasar 
modal(Amelia Sekar Ayu Pramesti et al., 
2024). 

Salah satu investasi yang sangat populer 
dan menarik untuk dibahas adalah saham. 
Berbeda dengan investasi lainnya saham 
merupakan jenis investasi yang cukup 
fleksibel. Meskipun begitu para investor juga 
diharapkan dapat melakukan investasi 
dengan bijak dikarenakan tidak adanya 
jaminan dari kenaikan harga ataupun 
pengembalian dana saham, ada 2 jenis resiko 
dalam berinvestasi (Tambunan, 2020) yaitu: 
1. Risiko Non Sistematis adalah cara 

diverifikasinya resiko ini  dapat 
dieliminasi atau melakukan investasi 

dalam berbagai jenis saham dari 
berbagai sektor karena berasal dari 
kondisi internal perusahaan. Dampak 
Risiko ini hanya terjadi pada suatu 
saham atau sektor tertentu;  

2. Dikarenakan risiko sistematis berasal 
dari banyak kondisi ekonomi atau pasar  
maka resiko ini tidak dapat dieliminasi. 
Berbeda dengan resiko non sistematis 
resiko sistematis akan berdampak 
kepada semua jenis saham jika resiko ini 
muncul atau terjadi. 

 

Perkembangan teknologi informasi telah 
memberikan kontribusi signifikan dalam 
dunia keuangan, khususnya dalam kegiatan 
analisis dan prediksi harga saham. yang di 
gunakan untuk menggambarkan pergerakan 
saham yaitu indeks harga saham (Eka 
Patriya, 2020). Salah satu perusahaan 
teknologi yang menjadi perhatian investor 
global adalah Netflix Inc. (NFLX), yang 
terdaftar di bursa saham NASDAQ. Harga 
saham perusahaan ini sangat fluktuatif dan 
dipengaruhi oleh berbagai faktor seperti 
laporan keuangan, tren pasar, sentimen 
publik, serta kompetisi industri hiburan 
digital. Oleh karena itu, diperlukan metode 
prediktif yang mampu menganalisis data 
historis saham secara akurat untuk 
mendukung pengambilan keputusan 
investasi (Rouf et al., 2021). 

Software Orange Data Mining menjadi 
alat yang tepat untuk digunakan dalam 
penelitian ini karena bersifat open-source, 
visual, dan mendukung berbagai algoritma 
machine learning populer. Dengan tampilan 
antarmuka yang intuitif, Orange 
memfasilitasi proses eksperimen ML secara 
interaktif tanpa memerlukan coding yang 
kompleks. Selain itu, Orange telah 
digunakan dalam berbagai studi analisis 
prediktif di sektor keuangan dan kesehatan, 
menunjukkan kapabilitasnya sebagai 
platform pembelajaran mesin yang andal 
(Almaspoor et al., 2021). 
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TINJAUAN PUSTAKA 
 

Berdasarkan penelitian yang dilakukan 
oleh (Abdul Dwiyanto Suyudi et al., 2019) 
menggunakan   analisis history harga   saham   
dalam   suatu perusahaan,  dan Recurrent  
Neural  Network (RNN)  untuk melakukan  
prediksi  terhadap  nilai  saham  dari history 
harga saham. Fitur yang di indentifikasi yaitu 
harga  terendah,  harga tertinggi, harga buka, 
harga tutup, volume,rata-rata harga, dan 
pergerakan. Prediksi   tujuh fitur variable 
dengan RNN menghasilkan akurasi sebesar 
94% untuk data latih dan 55% untuk data uji.  
Akurasi diperoleh setelah pelatihan dengan 
menggunakan 1218data.  

Kemudian pada penelitian (Fadilah et 
al., 2020) mengenai “Analisis Prediksi Harga 
Saham PT.Telekomunikasi Indonesia 
Menggunakan Metode Support Vector 
Machine menghasilkan akurasi sebesar 
0.9641 dan RMSE sebesar 0.0932. Pengujian 
juga dilakukan menggunakan algoritma k-
Nearest Neighbors dengan tingkat akurasi 
sebesar 0.945 dan RMSE sebesar 0.1162.  

Lalu dalam penelitian (Fatra, 2021) 
dengan judul “Analisis Prediksi Harga 
Saham Pt Blue Bird Tbk Ditengah Pandemi 
Covid-19 Dengan Metode Arima Dalam 
Perspektif Ekonomi Islam” mempunyai 
tingkat keakuratan peramalan sebesar 
83.33% yang bertujuan membantu investor 
untuk meminimalisir kerugian dalam 
investasi. 

Kemudian dalam penelitian (Hastomo et 
al., 2021)  dengan Optimasi Deep Learning 
untuk Prediksi Saham di Masa Pandemi 
Covid-19 yaitu mengkombinasikan desain 4 
hidden layer neural nework menggunakan 
Long Short Term Memory (LSTM) dan 
Gated Recurrent Unit (GRU). 

 
Dan penelitian yang dilakukan (Saputro 

& Swanjaya, 2023) mendapatkan prediksi  
harga  saham  yang  akurat  dengan 
pemilihan/ penggunaan varibel – variabel 
data transaksi saham (tanggal, open, high, 
low, close, volumedan net foreign flow) yang  
digabungkan  dengan  salah  satu  metode  
Neural Network. 

 
METODE PENELITIAN 
 

Penelitian ini terdiri dari beberapa 
tahapan yang dapat dilihat pada gambar 1 
berikut. 

 
Gambar 1. Tahapan Penelitian 

 
3.1 Pengumpulan Data 
 

Dataset adalah objek yang 
merepresentasikan data dan relasinya di 
memory (Suhartini et al., 2020). Adapaun 
pengumpulan data merupakan tahapan awal 
dalam alur metodologi penelitian (Bismi et 
al., 2024). 

 
3.2 Pra-Pemrosesan Data 
 

Dalam tahapan ini dilakukan beberapa 
teknik, diantaranya labelling, yakni 
pemberian atribut kepada data yang dimiliki 
untuk menentukan nilai target pada data, 
kemudian melakukan transformasi data untuk 
mengubah data mentah menjadi data yang 
siap dipakai serta melakukan normalisasi data 
untuk mengetahui apakah semua fitur 
memiliki skala yang sama serta membuat fitur 
tambahan jika diperlukan. Dan teknik 
splitting data, yakni pembagian data menjadi 
dua set: data pelatihan 80% dan data 
pengujian 20%. 

 
3.3 Implementasi Model 
 

Model algoritma yang akan di 
implementasikan menggunakan algoritma 
klasifikasi supervised learning dengan 
menggunakan 3 algoritma yaitu:  
1. Support Vector Machine (SVM), yang 

mempunyai aturan dasar linier classifier 

Waeisul Bismi (2025). Prediksi Harga Saham Netflix Inc. (NFLX) di Nasdaq menggunakan Algoritma Machine Learning berbasis 
Data Mining. 
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yakni kasus klasifikasi yang secara linier 
dapat dipecah, akan tetapi sekarang 
Support Vector Machine(SVM) juga bisa 
menyelesaikan persoalan dari non-linier 
dengan menambahkan konsep kernel 
pada workspace berdimensi tinggi 
(Otchere et al., 2021).  

 
 

2. Neural Nework, merupakan model sistem 
yang bisa beradaptasi dalam memecahkan 
strukturnya untuk menyelesaikan suatu 
masalah berdasarkan informasi internal 
ataupun eksternal yang dilalui jaringan 
tersebut(Leovincent & Yoannita, 2023). 

3. Naive Bayes, digunakan untuk 
mengklasifikasi sekumpulan dokumen 
metode yang dapat digunakan juga untuk 
menemukan peluang terbaik dalam 
metode ini memanfaatkan teorema 
probabilitas (Sumanto et al., 2021), 
dengan memprediksi probabilitas di masa 
yang akan datang berdasarkan informasi 
dari data di masa yang lampau (Veziroğlu 
et al., 2023) 

 
3.4 Pengujian Model 
 

Di dalam tahapan ini  peneliti 
menggunakan widget test and score untuk 
dapat menemukan hasil yang paling optimal 
dengan menggunakan metode Random 
sampling. Penggunaan dari Test and Score ini 
digunakan untuk mencari nilai seperti AUC, 
Recall, CA, F1, Preccesion, dan MCC. 

 
3.5 Evaluasi Kinerja 
 

Dan untuk menentukan prediksi terbaik 
dari beberapa model algoritma yang 
digunakan pada tahapan evaluasi, peneliti 
menggunkaan Confusion Matrix untuk 
melakukan analisisnya. Pada Confusion 
Matrix disini kita akan menentukan berapa 
banyak data yang bernilai Actual salah atau 
benar dari hasil prediksi yang dilakukan. 
Confusion Matrix akan menghasilkan nilai 
TN,FN, TP, dan FP seperti Tabel 1 berikut. 

 
 

Tabel 1. Confusion Matrix 
  Observed 
  True False 

Predicted 
Class 

True True Positif (TP) False Positive 
(FP) 

False False Negative 
(FN) 

True Negative 
(TN) 

 
HASIL DAN PEMBAHASAN 

4.1  Hasil Pengumpulan Data 
 

 
Gambar 2. Data Historis NFLX 

 
Dataset yang digunakan dalam penelitian 

ini berasal dari data historis harga saham 
Netflix Inc. (NFLX) yang diperoleh melalui 
platform keuangan Investing.com terlihat 
pada gambar 2. yang diambil dari jangka 
waktu 2 tahun dimulai dari tanggal 3 Januari 
2022 sampai tanggal 29 Desember 2023 
dengan jumlah banyaknya data berjumlah 
501 data. 

Dengan beberapa variabel dari history 
harga saham, termasuk tanggal, harga 
pembukaan, harga terakhir, harga tertinggi, 
harga terendah, volume perdagangan harian, 
dan perubahan harga yang terjadi. 
Pengumpulan data dilakukan dengan 
memperhatikan kelengkapan dan konsistensi 
data untuk memastikan kualitas analisis. 

 
4.2 Hasil Pra-Pemrosesan Data 

Tahapan pra-pemrosesan dilakukan untuk 
meningkatkan kualitas data dan kesiapan 
dataset sebelum dimasukkan ke dalam model 
prediksi. Langkah awal adalah labelling, 
yaitu menambahkan atribut target berupa 
kategori Naik atau Turun berdasarkan 
perbandingan harga penutupan hari ini 
dengan hari sebelumnya, seperti yang terlihat 
pada gamabr 3 berikut. 
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Gambar 3. Hasil Labeling Dataset  

  
Selanjutnya dilakukan transformasi data dengan membersihkan kolom yang tidak relevan dan 

mengubah format tanggal menjadi indeks waktu. Normalisasi juga diterapkan agar setiap fitur 
memiliki skala yang sama, terutama pada fitur numerik seperti harga dan volume, seperti yang 
terlihat pada gambar 4 berikut. 

 

 
Gambar 4. Hasil Normalisasi Dataset  

 
Terakhir, dilakukan splitting data menjadi dua bagian: 80% untuk data pelatihan dan 20% 

untuk data pengujian, yang dilakukan secara acak namun tetap mempertahankan proporsi kelas 
agar tidak terjadi ketidakseimbangan, adapun rinciannya dapat terlihat pada tabel 2 berikut. 

 
Tabel 2. Hasil Splitting Dataset 

Jenis Persentase (%) Jumlah 
Data Train 80% 401 
Data Test 20% 100 
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4.3 Hasil Implementasi Model 
Penelitian ini mengimplementasikan tiga 

algoritma klasifikasi supervised learning 
menggunakan perangkat lunak Orange Data 
Mining, yaitu Support Vector Machine (SVM), 
Neural Network, dan Naive Bayes. 
1. Model SVM menghasilkan pemisahan data 

dengan cukup baik pada data pelatihan 
karena mampu menangani data non-linear 
dengan kernel trick. Hasil visualisasi pada 
Orange menunjukkan margin pemisah yang 
optimal antara dua kelas (Naik dan Turun). 

2. Model Neural Network menunjukkan hasil 
yang menjanjikan dengan kemampuan 
adaptif terhadap kompleksitas pola dalam 
data historis. Jumlah hidden layer dan 
neuron disesuaikan agar tidak terjadi 
overfitting. 

3. Model Naive Bayes, meskipun sederhana, 
mampu memberikan hasil prediksi cepat 
dengan asumsi independensi antar fitur. Ini 
cocok diterapkan pada kasus prediksi cepat 
dan real-time, walaupun akurasi cenderung 
sedikit lebih rendah dibandingkan model 
lainnya. 
 

4.4 Hasil Pengujian Model 
Hasil Pengujian model dilakukan 

menggunakan widget Test and Score di Orange 
dengan teknik Random Sampling sebanyak 10 
kali percobaan untuk mengukur konsistensi 
hasil serta 100 data acak. Parameter evaluasi 
yang digunakan mencakup: 
1. Accuracy (CA) 
2. Area Under Curve (AUC) 
3. Precision 
4. Recall 
5. F1-Score 
6. Matthews Correlation Coefficient (MCC) 

Hasil rata-rata dari masing-masing 
algoritma terlihat pada gambar 5 berikut. 

 

 
Gambar 5. Train and Test Random Sampling 

 

Model Neural Network menunjukkan 
performa paling konsisten, sedangkan Naive 
Bayes unggul dari segi kecepatan pemrosesan. 

 
4.5 Evaluasi Kinerja 

Untuk mengevaluasi kinerja akhir model, 
digunakan Confusion Matrix terlihat pada 
gambar 6. 

 

 
Gambar 6. Hasil Confusion matrix 3 Model 

 
Evaluasi dilakukan terhadap data uji 

menggunakan masing-masing model untuk 
melihat detail prediksi benar dan salah, 
diantaranya sebagai berikut. 
1. Support Vector Machine (SVM) diperoleh 

nilai AUC sebesar 0,921 nilai CA sebesar 
0,843 nilai F1 sebesar 0,843 nilai preccision 
sebesar 0,847 nilai Recall sebesar 0,843 dan 
MCC 0,690. 

2. Neural Network diperoleh nilai AUC 
sebesar 0,937 nilai CA sebesar 0,880 nilai 
F1 sebesar 0,880 nilai preccision sebesar 
0,880 nilai Recall sebesar 0,880 dan MCC 
0,759. 
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3. Naive Bayes diperoleh nilai AUC sebesar 
0,903 nilai CA sebesar 0,830 nilai F1 
sebesar 0,830 nilai preccision sebesar 0,830 
nilai Recall sebesar 0,830 dan MCC 0,660. 

KESIMPULAN 
 
Penelitian ini bertujuan untuk memprediksi 

harga saham Netflix Inc. (NFLX) di bursa 
NASDAQ menggunakan algoritma machine 
learning berbasis data mining. Dengan 
memanfaatkan data historis selama dua tahun 
(2022-2023) yang mencakup variabel seperti 
harga pembukaan, penutupan, tertinggi, 
terendah, dan volume perdagangan, penelitian 
ini mengimplementasikan tiga algoritma 
klasifikasi, yaitu Support Vector Machine 
(SVM), Neural Network, dan Naive Bayes. 

Melalui perangkat lunak Orange Data 
Mining. Hasil evaluasi menunjukkan bahwa 
Neural Network memberikan performa terbaik 
dengan nilai akurasi (CA) sebesar 0,880, AUC 
0,937, dan F1-Score 0,880, diikuti oleh SVM 
dengan akurasi 0,843 dan Naive Bayes dengan 
akurasi 0,830. Neural Network juga unggul 
dalam konsistensi dan kemampuan adaptasi 
terhadap pola data yang kompleks, sementara 
Naive Bayes menonjol dalam kecepatan 
pemrosesan meskipun akurasinya lebih rendah. 

Penelitian ini membuktikan bahwa 
pendekatan machine learning, khususnya 
Neural Network, dapat menjadi alat yang 
efektif untuk memprediksi pergerakan harga 
saham dengan akurasi tinggi, sehingga dapat 
mendukung pengambilan keputusan investasi 
yang lebih informasional dan minim risiko. 
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