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Abstract

The ability of recommendation systems to provide relevant results is significantly influenced by their adaptation to users' dynamic individual
preferences. Streaming data-based recommendation systems face substantial challenges in adjusting recommendations to the rapid changes in
user preferences. Previous research on developing skyline query algorithms has focused on processing efficiency and parallel performance
optimization. However, these studies have not considered the dynamic nature of individual user preferences, which is critical for generating
relevant and responsive recommendations in streaming data envirunrne. This study aims to develop a skyline query algorithm called
Distributed Data Skyline (DDSky) to provide recommendations based on the dynamic individual preferences of users in streaming data, This
study employs the Recency, Frequency, Monetary, and Rating (RFMRT) model to capture individual user preferences in real-time, which is then
integrated with the skyline query algorithm to generate skyline objects in parallel within the streaming data environment. The DDSky algorithm
was tested using a locala.L]TA application dataset and compared with the Eager algonam. The results demonstrate that DDSky outperforms
Eager, with an average recall of 0.45 and an Fl-measure of 0.55, compared to Eager's recall of 0.33 and an Fl-measure of 0.47. DDSky also
achieved an average precision of 0.73, close to Eager's precision of 0.82. Furthermore, DDSky shows optimal throughput performance for data
with up to 10,000 items and high flexibility across various data types.
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1. Introduction

In the big data era, the support of streaming data processing is essential [1] because it enables the continual and real-
time processing of large data volumes [2], [3]. particularly in applications such as recommendation systems. Streaming -
based recommendation systems are influenced by a system's ability to process dynamic transaction histories, which
reflect individual preferences that change over time [4]. Individual preferences refer to a person's desires or tendencies
toward various products or services [5]. For example, in location-based recommendation systems, these changing
preferences also encompass an individual's position during transactions. The ability of a recommendation system to
adapt to users' dynamic individual preferences is crucial for providing accurate recommendations [6].

Recommendation system users require query operators to process data to find results that best match their preferences
[7]. Relying on exact matches between preferences and data in a non-compliant database through the processing of
query operators is unlikely to yield relevant recommendations. This problem is because no recommendation will meet
the low price, good taste, high ratings, and proximity criteria. Skyline query are one method that allows the display of
a set of data objects that align with user preferences, where no object is dominf by another data object [8]. An object
is considered dominant if it does not have a worse value than another object in all dimensions and is at least better in
one dimension [9]. In this context, data objects refer to specific products or services. Skyline query can provide
recommendations involving multiple attributes [10]. However, this method has a limitation in that the
recommendations produced cannot adjust to the dynamic individual preferences of users, meaning preferences may
change based on location and evolving user preferences over time [11].

Previous studies [12] have proposed using Local Split Decision (LSD) Trees to speed up the computation of skyline
queries on dynamic data. LSD Trees enable geometric structures to store and prune irrelevant data, thus accelerating
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the repeated processing of skyline queries. However, this approach is less flexible in adapting to the dynamic changes
in individual preferences, particularly in real-time environments that demand quick responses to shifts in user
preferences and experience performance degradation with high-dimensional data. Another study [13] successfully
implemented an effective multicore-based parallel model for continuous skyline queries on high-dimensional data.
However, this study did not consider the dynamic changes in individual user preferences. Without adapting to personal
preferences, the resulting recommefgjtions become less personalized and responsive to the changes in user
preferences. Another study developed a Distributed Parallel Model (DPM) for skyline queries on uncertain data streams
in a cloud environment with high scalability [14]. The DPM model improves scalability and load balancing,
significantly reducing processing time. Although the DPM model is adequate for processing skyline queries on large
datasets, this approach does not consider the dynamic nature of individual user preferences. The parallel DPM model
focuses on optimizing parallel performance without mechanisms for updating or adjusting individual preferences
within streaming data flows, thereby reducing the relevance of user recommendations.

Based on previous research, no approach has comprehensively addressed the calculation of dynamic indivighal
preferences in streaming data, which can change in real-time according to a user's location or recerfffpreferences. This
study aimed to develop a skyline query algorithm for user preference recommendations that can generate
recommendations based on dynamic individual user preferences. The algorithm that was developed is called
Distributed Data Skyline (DDSky). The DDSky algorithm was designed to provide recommendations based on
dynamic individual preferences. DDSky processes streaming data in real-time, allowing changes in user preferences to
be captured and recommendations to be promptly adjusted.

Furthermore, DDSky uses streaming data processing and parallel computing technologies to improve the processing
efficiency of large and dynamic datasets. By integrating rating indicators and historical transaction data, DDSky
provided more accurate and relevant recommendations, thereby enhancing the qty of recommendations compared
to previous methods that were less adaptive to dynamic individual preferences. The main contributions of this study
are as follows:

* The development of the DDSky algorithm can provide recommendations based on dynamic individual user
preferences in streaming data.

+ The application of parallel computing enhances efficiency in processing large and dynamic streaming data.

* The dynamic individual preference model captures and analyzes changes in individual user preferences over

The remainder of this paper is organized as follows: Section 2 discusses the relevant JgJature on recommendation
systems with skyline queries and skyline queries in streaming data, and Section 3 covers the materials and methods. In

time.

Section 4, we present the results and discuss them. Finally, Section 5 concludes with a summary of possible future
research extensions.

2. Related Work

Research on skyline query has advanced rapidly, with various innovative approaches to improve computational
efficiency, particularly for dynamic and large-scale data. Early studies [15] introducegfijhe nearest neighbour (NN)
search operation using an R*-tree structure [16]. This approach was extended using the branch-and-bound skyline
(BBS) algorithm [17], which also introduced the concept of a dynamic skyline [18]. In a different approach, [19]
utilized an M-tree structure to efficiently prune data, thereby accelerating the computation of the dynamic skyline
query. With technological advancements, more recent research has focused on parallelization and implementation in
distributed systems to address large-scale data challenges.

A previous study [12] introduced local split decision (LSD) trees to accelerate skyline query computations on dynamic
data. This structure allows for the efficient storage and pruning of irrelevant data, thereby speeding up repeated query
processing. However, this approach has limitations in adapting to dynamically changing individual preferences,
particularly in real-time environments, which require rapid responses to user preference shifts. In addition, LSD Trees
exhibit performance degradation wiggh handling high-dimensional data. Another study successfully implemented a
multicore-based parallel model for continuous skyline query on high-dimensional data [13]. Although effective in
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managing data complexity, this model does not account for dynamically changing individual user preferences, resulting
in less personalized recommendations that are less responsive to changes in uswreferences.

Another study [14] proposed a Distributed Parallel Model (DPM) developed for the skyline query on uncertain data
streams in a cloud environment focusing on high scalability. This model improves performance by optimizing load
balancing and significantly reducing processing time. However, this approach does not consider mechanisms for
updating or adjusting individual user preferences within the streaming data flows, which can reduce the relevance of
recommendations in the context of personalization. Although various studies have contributed significantly to
improving the computational efficiency of skyline queries, no approach has specifically addressed the dynamic nature
of individual user preferences. The lack of adaptation to changes in user preferences limits the effectiveness of
recommendations, particularly in streaming data environments that require real-time adjustments. This study aims to
fill this gap by developing an algorithm capable of dynamically adjusting individual user preferences to enhance the
relevance and quality of the recommendations.

3. Methods

3.1. Development of the Individual Preference Recommendation &Odcl

The individual preference recommendation model was designed to capture the dynamic preferences of users. This
model utilizes the users' transaction history's recency, frequency, monetary, and rating (RFMRT) attributes. The
developed RFMRT model can process data in real-time (streaming), enabling it to account for ch s in individual
user preferences over time. The notations used in the individual preference recommendation model are listed in Table
L.

Table 1. Notations of the Individual Preference Recommendation Model (Algorithm 1)

) 21| Notation Definition
1 iU User of the recommendation system, where u = 1, 2, 3,...,m; nn is the total
number of user.
2 I Product (items) recommended to the user, where I= 1,2, 3, ..., m;m is the total

number of products (items).

3 T A series containing dates in the recommendation system, from the start of the
transaction (ty) to the most recent transaction (t,.,,). Inthis case, T =
L A A . 6

4 TE, A time series corresponding to the time (HH:MM:S5) of item I purchased by user

u at limes.& = thy, thy, ths, ..., th, ..., thyey

w,lt

ta

fusten Frequency of user u puchasing ana‘em I ondate t attime tb

6 Fur The cumulative current frequency of user u purchasing item [. This represents
the sum of frequencies from the start of transactions up to one transaction before
the most recent transaction. 'Current' refers to the event on the current date (t,,,,)

and at the current time th,,,,.

7 Ry The difference in days between the current date in the system typ, and the last
transaction date made by wser u for item [; R,; is a non-negative integer. In
practice, a user t may make more than one transaction at t,, (transactions
occurring on the same day but at different times) for the same item [. In such
cases, the value of R,,; is set to O (R,,; = 0).

My The current condition for the accumulation of money spent by user u on item [ .

9 RT,, The rating given by user u to item [, recorded in the recommendation system at
the time of the last transaction. The rating value can range from 1 to 5, where a
higher number indicates a better condition.

10 Py The current preference value of user w for item 1.

Dynamic individual user preferences can be formulated using Equation 1 :

PL‘.,LH,EW = (FRJJHEW + MRJLHEW + RTL‘.,.F) - Ru,(‘ (1)
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Algorithm for Individual User Preferences
Algorithm 1 was developed to calculate the current preference value of user u for item 1.

Algorithm 1: Individual User Preference (user)

Input © Ryu By M, RT,,;
Output : Pyp.max (Pyp)
Proses

1 Begin

Foru=1ton
Fori=1tomdo
PuJ.' = (Fu,.' + MuJ + RTu,!} - Ru,('
End for
Max(P, ;)
End For
Write (‘P ;). Max('P, ;")
nd

Rl = R e

m

3
The current preferencegilue of the user u for item I can be calculated using Algorithm 1. This algorithifgfakes inputs
from the attributes R, ;, F,, ;, M, ;, RT,, ;. The output of this algorithm iahe current preference value of the user u for
item I (P, ;). The process begins by setting the value of ufrom 1 to n, where nis the number of users for whom
the individual preferences are calculated. Next, the preference calculation for each user is performed for each
item, considering the various factors that influence the preferences. Then, the preference for each item is
calculated by summing the values of the attributes Fy, ; novs My 1 news RTy,;- The result of this sum is subtracted from

the value of the attribute R, ; Finally, the algorithm searches for the maximum value P, among all items to

ul new
determine which item has the highest value.

3.2. Development of the Dynamic Individual User Preference-Based Skyline Query Algorithm

This study develops a Distributed Data Skyline (DDSky) algorithm to generate recommendations based on the dynamic
individual preferences of users. The algorithm was designed to address several shortcomings in previous research,
particularly in handling static data and failing to account for changes in user habits and preferences over time. By
leveraging streaming data processing, this new algorithm can provide more accurate recommendations that adapt to
rapid changes in preferences, unrestricted by the time or location of the user (spatial-temporal issue).

Algorithm 2. Distributed Data Skyline (DDSky)

Input : User transaction history

Output : Individual preference recommendation
Proses
Read user transaction history

Obtain individual user preferences

Perform similarity calculation

Execute parallel skyline query

Is there new data? If:

* Yes: Proceed to step 6

e No: Proceed to step 8

6 Use new data to update individual user preferences

7 Display recommendations based on individual user preferences
8 Repeat the process starting from step 1

As shown in Algorithm 2, it receives the input data from the user's transaction history. The user's transaction history is
then analyzed to determine the individual preferences using Algorithm 2. Individual user preferences were
subsequently compared for similarity with items near the user's location. The result of this similarity calculation will
serve as a preference attribute processed alongside the attributes of price and distance in the skyline query. These
attributes—yprice, preference, and distance—are then processed in parallel to obtain skyline objects using Algorithm 2

o =
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on the streaming data. Skyline processing continues with each new data input to generate recommendations based on
the preferences of the individual users.

Based on Algorithm 2, the skyline query processing is performed in parallel on streaming data. This process generates
dynamic individual user preference recommendations more efficiently. Algorithm 3 is an approach for executing the
skyline query progf§s in parallel based on dynamic individual user preferences, inspired by the DPM model proposed
in the study [20]. The notations used in Algorithm 2 are listed in Table 2.

Table 2. Notations of the Individual Preference Recommendation Model (Algorithm 1)

Notation Definition
D, Data streams
W; Local sliding window, where i = 1,2,3,...,n; n is the total number of local sliding windows.
Enew The newly arrived streaming object in W
€ald The expired streaming objectin W
Si Local skyline, where 5; is the result of the hka‘le computation from the local sliding window W;
Sgtobat Global skyline, where 55054 18 the result of the global skyline obtained from the combination of all

local skylines 5;

Exporithm 2 operates by distributing data streams (Ds) to each local sliding window (W;), where { ranges from 1 to n.
Each local sliding window (W;) manages the maximum data size in a single (W;) which is equal to the total number
of local sliding windows used (n). If the amount of data exceeds the maximum allowed in a local sliding window (W;).
the oldest object is removed when new data enters (€0, ) . following the first-in, first-out (FIFO) principle. When each
partition (P;) contains the maximum amount of data, each node Pi(1 < i < n) performs parallel computation to find
the skyline objects. Eeach skyline object from W, to W, is then merged to obtain the global skyline object. The output
of Algorithm 3 is the global skyline object, which is the result of the a combination of W, and W,,.

Algorithm 3: DDSky with ParallelffBocessing

Input D= {eq,e1,e2€3,€4,€5_}
Output : Sglobal
Proses :
1 Begin
2 For Each sliding window W;(1 < { < n)initialize empty;
3 t=0;
4 While there comes a new item e, to W; Do
5 t=(t+1)%n
6 W, receives e,
7 if size of W, equals (n+1) Then
8 /fwhen W, is full, remove the e,;4
9 remove e,;q from W;;
10 Endif
11 add e to Wy;
12 True;
13 for i=1 to n Do
14 if size of W; is less than (n-1) then
15 windowFull = False;
16 break;
17 Endif
18 Endfor
19 if windowFull then
20 for Each sliding window W; (1 <i < n)
21 skyline_query(Pc, Dt, Pr)
22 Endfor
23 Endif

24 Endwhile
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25 prelimanary_global_skyline_set = union of all skyline in W;;
26 global_skyline_set=[];
27 for Each item e in prelimanary_global_skyline_set Do

if not any item O in prelimanary_global _skyline_set dominates e then
add e global_skyline_set;
Endfor
Endfor
End

4, Results and Discussion

In this study, the evaluation was divided into two scenarios. The first evaluation aimed to measure the accuracy of the
DDSky algorithm using precision, recall, and F1 measure metrics. The second evaluation focused on the computation
time required by the DDSky algorithm to generate skyline objects. The results of the accuracy and computation time
produced by the DDSky algorithm were compared with those of other algorithms.

4.1. Dataset

This {glidy uses a dataset of local culinary profiles, local culinary vendor profiles, and useffansaction histories sourced
from the JALITA (Jajanan Asli Nusantara Pintar) application. JALITA is a mobile-based application for a local
culinary recommendation system based on individual EBer preferences. Another dataset consists of individual user

preferences from a questionnaire distributed to users. The JALITA application is a mobile-based recommendation
system for Indonesian local cuisines based on user preferences.

4.2, Accuracy Evaluation of the DDSky Algorithm
Accuracy evaluation uses recall, precision, and F1 metrics, which have been applied previously in the research [21].

The definitions and equatisas used for each of the metrics are as follows:

a. Precision was defined as the percentage of items recommended by the user. Precision measures how well
a system recommends relevant and liked items. The precision calculation method for precision is given in
Equation (2).

precisicm _ |prefered nrecommended|

recommended @

b. Recall is defined as the percentage of liked items that are recommended. Recall measures how well a
system recommends items that the user truly likes. The calculation method for recall is given by Equation
(3).

refered Nnrecommended
recall = 2L l

(3)

prefered

c. Fl-measure is a balanced combination of precision and recall. The F1-measure combines the precision and
recall metrics into a single value that provides an overall view of the algorithm's performance of the
algorithm. The calculation method for the F1-measure is given by Equation (4).

2+recallvprecision

Fl1= @)

recall +precision
Where preferred are items liked by the user, and recommended are the set of skyline objects produced by the algorithm.

In the accuracy evaluation, this study compared the DDSky algorithm with the Eager parallel processing algorithm
[13]. Both algorithms share fundamental similarities, as they are designed to process skyline queries in streaming data
environments, requiring time efficiency and adaptability to real-time data changes. DDSky and Eager implement
parallel processing techniques to handle large-scale streaming data, enabling both to achieve high performance in
dynamic data scenarios. Additionally, both algorithms utilize a sliding window model to limit the data processed within
specific intervals, ensuring that only relevant data is considered. The output of both algorithms is a skyline set
comprising optimal objects based on user preferences.
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The testing was performed by comparing the recommendation outputs of both algorithms against test data reflecting
actual user preferences in dynamic streaming data scenarios. Identical datasets ensured evaluation parity, with
normalized attributes to standardize value scales. The accuracy results for the DDSky algorithm are presented in Table
3, demonstrating its superiority in capturing dynamic user preferences. Conversely, Table 4 provides the evaluation
results for the Eager algorithm, which excels in processing @#ficiency but is less responsive to changes in user
preferences. This comparison offers a comprehensive overview of the strengths and weaknesses of each algorithm in a
streaming data environment.

Table 3. Accuracy Evaluation Results for the DDSky Algorithm

UserlD  intersection prefered recommended  precision recall F1
4 5 53 6 083 009 0.17
5 5 40 6 083 0,13 022
6 5 30 7 0,71 0,17 027
8 6 42 6 1.00 0,14 0.25
9 3 32 5 0,60 0,09 0.16
10 4 11 4 1.00 0.36 053
1 4 47 6 0.67 009 0,15
12 4 36 7 0,57 0.11 0,19
13 4 56 5 0.80 0.07 0.13
16 6 48 7 0.86 0.13 0.22
17 5 46 5 1.00 0,11 0.20
18 7 58 7 1,00 0,12 0.22
19 7 58 9 0,78 0,12 021
20 4 34 7 0,57 0,12 020
21 3 43 7 043 0,07 0.12
22 3 52 5 0.60 0.06 0.11
23 5 64 6 0.83 0,08 0.14
24 3 30 4 0.75 0,10 0.18
25 5 64 5 1.00 0,08 0,14
28 5 56 7 0.71 009 0,16
32 3 53 4 0.75 006 0,11
33 4 23 7 057 0,17 0,27
34 4 42 5 0.80 0,10 0,17
40 4 58 5 0.80 0,07 0,13
41 5 37 9 0.56 0.14 0,22
43 7 46 8 0,88 0,15 0.26
45 6 48 9 0.67 0,13 021
46 4 31 9 044 0.13 0,20
47 4 47 7 057 0,09 0,15
48 1 21 4 0.25 005 0,08

average 0,73 0,11 0,19

Table 4. Evaluation of the accuracy results of the Eager algorithm

UserID intersection prefered recommended precision recall F1
4 4 53 4 1,00 0,08 0,14
5 4 40 4 1,00 0,10 0.18
6 3 30 4 0,75 0.10 0.18
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UserID intersection prefered recommended  precision recall F1
8 4 42 4 1,00 0,10 0,17
9 4 32 4 100 0,13 022
10 3 11 4 0,75 027 040
11 3 47 4 0,75 0,06 0.12
12 2 36 4 0,50 0,06 0.10
13 4 56 4 1,00 007 0.13
16 4 48 4 1,00 0,08 0.15
17 4 46 4 100 0.09 0,16
1% 4 58 4 1.00 007 0.13
19 4 58 4 1,00 0,07 0.13
20 3 34 4 0,75 0,09 0.16
21 2 43 4 0,50 0,05 0,09
22 3 52 4 0,75 0.06 0,11
23 4 64 4 100 0.06 0,12
24 3 30 4 0,75 0.10 0,18
25 4 64 4 100 0.06 0.12
28 4 56 4 1,00 0,07 0.13
32 3 53 4 075 006 011
33 2 23 4 0,50 0,09 0,15
34 3 42 4 075 0.07 0.13
40 4 58 4 1,00 0,07 0.13
41 3 37 4 0,75 0,08 0.15
43 3 46 4 0,75 007 0,12
45 4 48 4 100 008 0.15
46 3 31 4 0,75 0,10 0.17
47 2 47 4 0,50 004 0.08
48 1 21 4 0725 0,05 0.08

average 0,82 0,08 0,15
10
W DDSky
Eager
0.82
0.8 -
0.73
0.6 - 055
g 0.47
s
0.4 -
0.2 A
o8- Precision Pecall Fl-measure

Fig. 1. Comparative analysis of performance metrics between the DDSky and Eager algorithms.
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The results shown in Figure 1 indicate that DDSky achieves a precision of 0.73, a recall of 0.45, and an Fl-measure of

0.55. In contrast, the Eager algorithm, which emphasizes distribugi and parallel processing without considering
individual user preferences [13], demonstrates a precision of 0.82, a recall of 0.33, and an Fl-measure of 0.47. Based
on the accuracy evaluation, while DDSky has a slightly lower precision, it outperforms in capturing dynamic user
preferences, as evidenced by its higher recall and Fl-measure compared to Eager. Conversely, although Eager has
higher precision, its lower recall indicates limitations in adapting to dynamic individual preferences.

One reason for DDSky's lower precision is its design, which adjusts recommendations in response to evolving user
preferences over time and location. This adaptability can introduce more significant variability in the recommendation
set, occasionally including less relevant items, thereby reducing precision. Overall, in the context of recommendation
accuracy, DDSKy is better suited to generate recommendations that align with dynamically changing individual user
preferences.

4.3. Throughput Evaluation

The second scenario in this evaluation was the throughput testing of the DDSky algorithm. We used a synthetic dataset
of various types to test throughput, including independent, correlated, and anti-correlated data. These different dataset
types were used to assess the performance of the DDSky algorithm under various data conditions. Throughput is
measured to determine how efficiently DDSky processes large volumes of data with diverse types while ensuring that
the improvement in recommendation quality does not come at the cost of the algorithm's performance in terms of
processing speed. The throughput evaluation results for the DDSky algorithm are shown in Figure 2.

110 4 __,.\\ —— Correlated
g = Independent

=& Anti-Correlated

100 7

Throughput (objek/s)
8
1

807

2000 30‘00 4000 SOIDD ED‘DQ 7000 BOIOO QdDO 10000

Fig. 2. Throughput Evaluation Results for DDSky

The throughput evaluation results show that the DDSky algorithm achieves optimal performance with approximately
6000 data points for both correlated and anti-correlated data, where the highest throughput was achieved. However,
the throughput continues to increase for independent data until it peaks at approximately 8000 data points. The
performance of the DDSky algorithm varies depending on the data type being processed. For correlated data,
throughput increases sharply up to 6000 data points, then decreases. Anti-correlated data shows a similar pattern but
with slightly higher throughput.

Meanwhile, independent data showed a more gradual increase in throughput, peaking at a higher data volume. Despite
the varying performance, DDSky can process large volumes of data (up to 10.000) for all data types, with the
throughput remaining above 90 objects/s even at the highest data volume. This result indicates the algorithm's flexibility
and robustness in handling different conditions and data volumes.

5. Conclusion

This study has developed the DDSky algorithm, designed to provide recommendations based on the dynamic individual
preferences of users of streaming data. The results show that DDSky outperforms the Eager algorithm, with an average




recall of (.11 and an F1 measure of 0.19, surpassing Eager, which has a recall of 0.08 and an F1 measure of 0.15. This
result indicates that DDSky generates accurate and relevant recommendations more effectively. Additionally, the study
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successtully developed the RFMRT model, which can identify individual user preferences using transaction history
ai user ratings data.

The main contribution of this study is the development of a skyline query algorithm that can adapt to dynamic user
preferences in the context of streaming data. However, this study has some limitations. Its focus is limited to the
Indonesian local culinary recommendation system; therefore, the application of DDSky in other domains, such as e-
commerce, social media, and streaming services, has not yet been explored. Furthermore, the developed individual
preference recommendation model has not been integrated with machine learning technologies, which could potentially
enhance the effectiveness and efficiency of the recommendations.

Therefore, future research is recommended to test the application of the DDSky algorithm in various other domains to
evaluate its flexibility and to integrate the individual preference model with machine leaming to improve the prediction
capabilities and adaptability to changes in user preferences. Evaluations in more complex real-time scenarios are also
suggested to ensure the algorithm's effectiveness under real-world conditions. Further studies should also focus on
improving the scalability and performance of the algorithm in handling huge data volumes by developing additional
optimization techniques and more advanced data processing strategies. Thus, the recommendations generated will be
more relevant and responsive to real-time changes in user preferences.
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