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Abstract. One year since its inception, in the first nine months sales fluctuated but were in a 

profitable transaction value and could cover operational costs, but in the last three months the 

sales value tends to be flat and declining, this is thought to be caused by stagnant supply of goods 

from distributors so that many consumer needs are not available in stores. It is time for the store 

management to turn to other distributors and provide opportunities for members to invest in 

investing for the continued existence of the store. 

This study examines the right method for predicting store sales trends, the data used is sales data 

one year since the store was established. The results obtained are about 5% outliers in 

transactions and large transaction fluctuations inter-day so that smoothing is needed to minimize 

shocks in transaction data, the last stage of this study is forecasting sales trends using the ARIMA 

method, the model obtained is ARIMA (3, 1, 2) with a percentage of errors or MAPE of 2.5% 

and an RMSE value of 112883,14236. For the next 15 days the sales value is predicted to be in 

the range of Rp. 3,187,116 to Rp. 3,612,883. 

 

1. Introduction 

The method of forecasting which is mostly developed by researchers in economics scope is a 

quantitative forecasting method where the method is divided into two types, the first is the regression 

method and the second is the time series method[1].  

There are several studies related to forecasting in various fields that have been done before, such as: 

Comparison of several forecasting methods from the fields of statistics and computer science in sales 

forecasting, the results of ARIMA from the field of statistical science can outperform several forecasting 

methods from the field of computer science[2], research that compares methods Forecasting between 

ARIMA and Support Vector Machine (SVM) results MAPE ARIMA 7.07% and SVM 9.59% [3], the 

use of ARIMA is used in forecasting the import value of Indonesian iron ore from 2008 - 2017 to explain 

the advantages and disadvantages of ARIMA, one of the points is the accurate ARIMA method For 

short-term forecasting[4], and the comparison between the ARIMA forecasting method with the Radial 

Basis Function (RBF), the ARIMA error is smaller than RBF and RBF-ARIMA[5]. 

In this study, transactions recorded in database storage will be used as research to make a sales 

forecast for next 15 days or two weeks using the ARIMA forecasting method. The current condition, 

minimarket is requires investment to improve from the supply side, the management opens up 

investment opportunities for members (individuals or groups) for 15 days because wholesaler stocks for 

supplies is carried out twice a month. 

 

2. Methodology 

2.1. Outlier Removal 

Outlier is a condition of data that deviates from other data sets[6], also can be interpreted as observations 

that do not follow the majority of patterns and far from the center data[7], and may have a major effect 

on regression coefficient[8]. If there are outliers in the dataset, diagnostics are needed to identify the 

outliers, one of which is by removing outliers from the data group then analyzing the data without 

outliers. 

A common method of eliminating outliers is to use quartile values and constraints. Quartile-1 (Q1), 

quartile-2 (Q2), and quartile-3 (Q3) divide a data sequence into four parts. The limit or IQR (Interquartile 



Range) is defined as the difference between Q1 and Q3 or IQR = Q3 - Q1. Outliers can be determined 

as a value (x) <1.5 * IQR against Q1 and a value (x)> 1.5 * IQR against Q3 [9]. 

 

2.2. Smoothing 

The basic principle of smoothing is to identify data patterns by smoothing local variations or short 

fluctuations in a time series, in this case we are using moving average (MA). Moving average (MA) 

simply is the value at one time influenced by several values from the previous period, moving average 

is also suitable for data with constant or stationary pattern. 

Formula of moving average is[10] : 

 

𝑀𝐴 =  
∑(𝑛 𝑛𝑒𝑤 𝑣𝑎𝑙𝑢𝑒)

𝑛
          (1) 

 

2.3. Forecasting 

Forecasting data for the future is carried out following systematic steps and following a model that is in 

accordance with the properties and patterns of the original data, the design of a good systematic step 

gives the results obtained to be relevant and nearly accurate. 

  

2.4. ARIMA Modeling 

ARIMA is actually an attempt to find the most suitable data pattern from a group of data, the ARIMA 

method fully requires historical data and current data to produce short-term forecasts [11]. 

The reality in everyday life is that more non-stationary data is compared to stationary data so that the 

autoregressive integrated moving average (ARIMA) level (p, d, q) time series model is more popular 

than the previously mentioned time series models. The value of d in ARIMA is a differencing value to 

make non-stationary data stationary [12]. 

The ARIMA model consists of four basic steps, namely: 

First - Model Identification 

In this study, the ADF test was used with the null hypothesis the time series is not stationary, where if 

the p-value is <0.05 then the null hypothesis is rejected and the time series data are considered stationary. 

Second - Model Parameter Estimation 

Purpose Parameter estimation in time series analysis is to form a good model provided that the model 

parameters must be significant or p-value <0.05. 

Third - Check Diagnosis 

This examination is carried out by testing whether the data is whitenose and normally distributed in 

order to get good forecasting results. 

Fourth - Forecasting 

 At this stage the data is divided into two periods, namely the training period (train) and the test period 

(test) and the forecasting period, model building is done using training data.  

Best Model Selection Criteria 

 After the model is identified, more than one model deemed suitable will be formed, for that purpose the 

smallest Akaike Info Criterion (AIC) & MAPE and significant P-Value are used. 

 

3. Results 

3.1. Sales Data Characteristics 

This study analyzes the sales data for 1 year minus one day because the shops are closed on Eid holidays 

(364 days), Figure 1 is a sales data plot. 

 



 

 
Figure 1. Plot of sales data 

 

3.2. Outliers Removal 

To perform outlier removal, the first quintile (Q1), third quintile (Q3) and inter quintile range (IQR) 

values must be found, as in Table 1. After obtaining the values of Q1, Q3 and IQR, the upper and lower 

limits can be calculated as below, the lower limit = Q1 - 1.5 * IQR = 625,147.75 and the upper limit = 

Q3 + 1.5 * IQR = 7,676,661.75. Sales values that are outside the lower and upper limits are considered 

as outliers, in this study there are 20 sales days or 5% of data that are considered outliers, Figure 2 is 

sales data without outliers. 

 

Table 1.Quantiles 

 

    Score 

Q
u
in

ti
le

s Q1 3,269,466 

Q3 5,032,344 

IQR 1,762,878.50 

 

 

 

 
Figure 2. Plot of sales data without outliers 

 

3.3. Smoothing 

Based on Figure 4.3 above, it can be seen that the time series shows that sales data is very fluctuating, 

necessary to have refinement or smoothing, refinement can be used in two ways, firstly as forecasting 

and secondly it is used to reduce or eliminate short fluctuations in a time series. The refinement in this 

study uses a moving average with a window or window every 15 days, Figure 3 below is the result of 

time series refinement in this study. 

 
Figure 3. Plot of data after smoothing 
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3.4. ARIMA Forecasting 

3.4.1. Stationary Identification. To determine the stationary of a time series, the calculation of the ADF 

Statistic and the p-value can be calculated and obtained -2.56628 and 0.100169 so that differencing is 

necessary, Figure 4 is a visualization of the original sales data plot and the plot of the results of the first 

and second differencing (seen over difference). 

 
Figure 4. Smoothed data plots and differencing plots 1 & 2 

 

3.4.2. ARIMA Modeling. From the ACF plot in Figure 5 and PACF in Figure 6 below, a provisional 

estimate of order 1 is used for AR and MA (p, q) (1,1) values because the first lag has entered the area 

of significance. The value of differencing (I) is temporary (1), so the ARIMA model p, d, q (1,1,1) is 

considered the best model so far. 

 
Figure 5. ACF plot 

 
Figure 6. PACF plot 

 

3.4.3. Estimation Test & Cross Validation. Cross validation is needed to determine the model's ability 

to forecast, validation in time series is not taken randomly but must be sequential, the sales data series 

is divided in half, the training data is 85% or 293 days and the test data is 15% or 52 days. The plot of 

ARIMA (1,1,1) with cross validation is shown in Figure 7.  

 
Figure 7. ARIMA forecast plot (1,1,1) 

 

 

 

 

 



 

Table 2. Recapitulation of research results 

Model Value AIC P-Value Significance of MAPE 

ARIMA 

(1,1,1) 
7662.06 

AR (1) 0.001 
Significant 0.02919 

MA (1) 0.004 

ARIMA 

(3,1,2) 
7639.772 

AR (1) 0.000 

Significant 0.02561 

AR (2) 0.000 

AR (3) 0.010 

MA (1) 0.000 

MA (2) 0.000 

 

The ARIMA model (3,1,2) has the smallest AIC value, a significant P-Value value and a fairly low 

MAPE value, so the ARIMA model (3,1,2) is considered the best model, Figure 8 is a plot of the ARIMA 

model ( 3,1,2) with cross validation 85% training data and 15% test data. 

 
Figure 8.The plot of ARIMA forecasting (3,1,2) 

 

3.4.4. Diagnostic Test 

Standardized residual: Describes 

the error of a reflective residual 

around the zero mean and fairly 

uniform variance, as shown in 

Figure 9. 

 
Figure 9. Standardized residual 

plot 

Histogram plus estimated 

density: The residual density 

plot shows the normal 

distribution with zero mean, 

shown in Figure 10. 

 
Figure 10. Histogram plus 

density plot 

Normal Q – Q: The location of 

the residual points tends to 

follow the red line, as shown in 

Figure 11. 

 

 
Figure 11. Plot Normal Q-Q 

 

 

3.5.   Forecasting 

  After the best model has been obtained, namely the ARIMA model (3,1,2), then forecasting for the next 

15 days by looking at the trend based on the plot in Figure 12, it is estimated that the sales value is in 

the range of Rp. 3,300,000 to Rp. 3,500,000. With an RMSE value of 112883.14236, it is estimated that 

the sales value for the next 15 days will be in the range of Rp. 3,187,116 to Rp. 3,612,883. 



 
Figure 12. Plot of forecasting the next 15 days 

 

 

4. Conclusions  

There was a sales spike which caused sales data to fluctuate, especially at the beginning of the month of 

establishment. The first eight months of sales had a seasonal pattern of lag 15 but in the last four months 

sales tended to be flat and come down. Suggestions from this study include using other data mining 

methods that are useful for making decisions and future steps, such as association rules, shopping 

analysis and others, analyzing the alleged relationship between supply of goods and sales, and increasing 

member spending participation. 
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