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 This study discusses the prediction of student performance by considering 

factors that can influence academic performance. In this research, the SelectK-

Best feature selection technique and linear regression were used to enhance the 

accuracy of the prediction. The selection of this topic is based on the importance 

of understanding the factors that influence student performance and how 

feature selection can help build more efficient models. The methods applied in 

this study include data exploration through EDA, the use of SelectK-Best to 

select the most significant features, and linear regression to build the prediction 

model. The evaluation metrics show that the model with feature selection 

achieved MAE of 0.6293, MSE of 0.5945, RMSE of 0.7711, and R² Score of 

0.9144, demonstrating the model's excellent performance. In contrast, the 

model without feature selection did not produce better results than the model 

with feature selection. This emphasizes the importance of applying feature 

selection techniques in building more accurate prediction models. This study 

contributes to predicting student performance through the use of systematic and 

effective methods, while also opening opportunities for further research in the 

context of education and more diverse data. 
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1. Introduction 
Student performance is an important topic in the world of education, especially among students. 
Factors that influence student performance, such as lifestyle, study habits, and physical and mental 
health, have been widely studied[1],[2]. Student performance is influenced by various aspects, including 
demographic background, learning style, level of involvement in learning activities, and support from 
the family and school environment[3],[4],[5]. One factor that has not been widely explored is the effect 
of alcohol consumption on students' academic performance[6],[7]. Various previous studies have 
shown that alcohol consumption behavior can have a negative impact on students' learning ability and 
motivation as well as mental resilience[8],[9],[10]. However, there is still a lack of research that 
comprehensively integrates these factors to predict student performance, especially by utilizing more 
advanced analytical techniques. 

According to research published in the Journal of Educational Technology by Toga Ari 
Harmawan and Lucia Sri Istiyowati[11], Big data analysis can identify significant factors that affect 
students’ academic performance, such as discipline, learning methods, and personal note-taking 
habits. A deep understanding of these factors can help design effective intervention strategies to 
improve learning outcomes. 

https://creativecommons.org/licenses/by-nc/4.0/
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Machine learning techniques, particularly feature selection using methods such as SelectK-
Best, have proven effective in identifying key factors influencing student performance based on 
numerical data[12],[13],[14]. Application of machine learning methods in education, especially to predict 
student performance, has grown rapidly. Various algorithms such as support vector machines (SVM), 
linear regression and decision trees are widely used to analyze the factors that influence students' 
academic performance[15]. However, although many have used these techniques, few have focused on 
feature selection that can improve prediction accuracy[16]. SelectK-Best works by selecting a number of 
The most important features that have a significant impact on the prediction model, this is because 
there is often data that has too many features so that it needs to be selected into several features for work 
to be more efficient and effective, especially SelectK-Best is very suitable for use for numeric data 
[17],[18],[19]. This technique selects the most significant features to be used in a predictive model, based 
on statistical tests such as the Chi-Square test or ANOVA. This method is useful in improving the 
accuracy of predictive models by reducing data complexity and eliminating irrelevant or redundant 
features [20],[21]. In this context, the linear regression algorithm is used to build a simple yet effective 
prediction model, considering the numeric and continuous nature of the data, making the data more 
suitable for studying using a regression model[20],[21],[24]. CRISP-DM (Cross-Industry Standard 
Process for Data Mining) was chosen as the research methodology because of its structured and 
systematic approach in handling data mining projects, which includes understanding the problem, 
data preparation, model selection, evaluation, and application of results[25],[26]. 

In the context of scientific research, CRISP-DM offers a comprehensive framework for data 
analysis. For example, in a study conducted by Lukman and Nabilah[27], It describes how CRISP-DM is 
applied in data mining implementation, including phases such as business understanding, data 
understanding, and data preparation. This study shows that the CRISP-DM methodology can be used 
in various research fields to analyze data effectively. 

However, although there are several studies that attempt to link alcohol consumption with 
students' academic performance, many of them have not integrated systematic feature selection to 
improve prediction accuracy. In addition, most studies are limited to analyzing data separately, 
without considering the combined effects of various factors that may play an important role. This study 
aims to fill this gap by using the SelectK-Best feature selection technique to select the main factors 
from alcohol consumption data that have the most influence on students' academic performance, then 
building a prediction model using linear regression. 

The uniqueness of this study lies in the combination of several analytical techniques, namely 
feature selection, linear regression, and CRISP-DM, to produce a more accurate prediction model of 
factors that affect international student performance. This study also focuses on international students 
as the subjects of the study, who have unique challenges related to social integration, academic 
adaptation, and different lifestyles compared to domestic students. Therefore, this study not only 
contributes to the fields of data science and machine learning, but also provides new insights in the 
context of education. 
 
2. Research Methodolgy 
This research method is designed to ensure the reliability, validity, and reproducibility of the results. 
This research approach is quantitative based with exploratory and predictive methods. The purpose of 
this study is to analyze the factors that influence student performance using mechine leraning 
algorithms through the process of feature selection, model training, and performance evaluation. 

The CRISP-DM (Cross-Industry Standard Process for Data Mining) method is a systematic 
and structured framework for conducting data analysis-based research, including in the context of 
education. This framework is designed to manage analytical projects iteratively, flexibly, and easily 
adaptable. In this study, CRISP-DM was chosen as the methodology because of its ability to handle 
complex, heterogeneous, and predictive-outcome-oriented data analysis processes[26]. 
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1. Business Understanding 
This study uses the SelectK-Best method in feature selection, which allows the identification 

of significant factors from various existing variables, including alcohol consumption, that affect 
academic performance. The selection of a linear regression model as a prediction tool is due to the 
numerical nature of the data. Based on the focus of the application of the 2 methods, this study allows 
for more accurate predictions of students performance based on the factors that have been selected. 
 
2. Data Understanding 

Data sourced from a public site originating from Portugal by P. Cortez and A. Silva [28], this 
public data has 33 attributes with a total of 649 respondent records. 

 

Table 1. Data Description 
Attribute Description 

school student's ('GP' - Gabriel Pereira or 'MS' - Mousinho da Silveira) 
sex ('F' - female or 'M' - male) 
age (from 15 to 22) 
address student's home address type ('U' - urban or 'R' - rural) 
famsize family size ('LE3' - less or equal to 3 or 'GT3' - greater than 3) 
Pstatus parent's cohabitation status ('T' - living together or 'A' - apart) 
Medu mother's education (0 - none, 1 - primary education (4th grade), 2 – 5th to 9th grade, 3 – 

secondary education or 4 – higher education) 
Fedu father's education (0 - none, 1 - primary education (4th grade), 2 – 5th to 9th grade, 3 – 

secondary education or 4 – higher education) 
Mjob mother's job ('teacher', 'health' care related, civil 'services' (e.g. administrative or police), 

'at_home' or 'other') 
Fjob father's job ('teacher', 'health' care related, civil 'services' (e.g. administrative or police), 

'at_home' or 'other') 
reason reason to choose this school (close to 'home', school 'reputation', 'course' preference or 'other') 
guardian student's guardian ('mother', 'father' or 'other') 
traveltime home to school (1 - <15 min., 2 - 15 to 30 min., 3 - 30 min. to 1 hour, or 4 - >1 hour) 
studytime weekly study time (1 - <2 hours, 2 - 2 to 5 hours, 3 - 5 to 10 hours, or 4 - >10 hours) 
failures number of past class failures (n if 1<=n<3, else 4) 
schoolsup extra educational support (yes or no) 
famsup family educational support (yes or no) 
paid extra paid classes within the course subject (Math or Portuguese) (yes or no) 
activities extra-curricular (yes or no) 
nursery attended nursery school (yes or no) 
higher wants to take higher education (yes or no) 
internet Internet access at home (yes or no) 
romantic romantic relationship (yes or no) 
famrel family relationships (from 1 - very bad to 5 - excellent) 
freetime free time (from 1 - very low to 5 - very high) 
goout going out with friends (from 1 - very low to 5 - very high) 
Dalc workday alcohol consumption (from 1 - very low to 5 - very high) 
Walc weekend alcohol consumption (from 1 - very low to 5 - very high) 
health current health status (from 1 - very bad to 5 - very good) 
absences number of school absences (from 0 to 93) 
G1 first period grade (from 0 to 20) 
G2 second period grade (from 0 to 20) 
G3 final grade (from 0 to 20, output target) 

 
3. Data Preparation 

The first step taken is Exploratory Data Analysis (EDA), which aims to conduct an initial 
analysis of the dataset. This EDA process is important to thoroughly explore the data, find existing 
patterns, and identify anomalies or outliers that may affect the quality of the prediction model[29]. 
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During EDA, the relationship between variables, such as alcohol consumption and student academic 
performance, is analyzed to understand how each factor affects the target variable. Data visualizations, 
such as scatterplots, boxplots, and histograms, are used to help extract insights from the dataset more 
intuitively. In addition, this step also includes data cleaning, such as handling missing or duplicate 
values, so that the dataset is ready for the next analysis stage, namely feature selection and modeling. 
before forming the model, the categorical data is converted into numerical form to suit the needs of the 
model. 
 
4. Modeling 

In the modeling stage, this study uses linear regression techniques to build a prediction model 
of student academic performance based on factors that have been selected using SelectK-Best. After 
conducting the Exploratory Data Analysis (EDA) process and feature selection using the SelectK-Best 
method, the most significant variables in influencing academic performance are selected to be included 
in the model. Linear regression was chosen because of the numeric and continuous nature of the data, 
as well as its simplicity in describing the linear relationship between independent variables, such as 
alcohol consumption, and dependent variables, namely the final grade (G3) which is interpreted as 
Student Performance. This linear regression model is then trained using training data and tested using 
test data to evaluate its accuracy and predictive ability. 
 
5. Evaluation 

MAE, MSE, RMSE, and R² Score are evaluation metrics that are widely used to measure the 
performance of regression models. Using some of these metrics can provide a more comprehensive view 
of how well the model is making predictions. In the context of this study, The use of evaluation metrics 
MAE, MSE, RMSE, and R² Score is very suitable for viewing numeric data and continuous datasets[30]. 
 
6. Deployment 

The linear regression model that has been built and evaluated is applied to provide predictions 
of international students' academic performance based on selected alcohol consumption datasets. 
 
3. Result and Discuss 

Student academic performance is often influenced by various external and internal factors, 
but not all factors have a significant impact. Therefore, this study uses SelectK-Best to select the most 
relevant features and applies linear regression to improve prediction accuracy. 

The dataset used in this study focuses on factors that affect student performance including 
alcohol consumption among students and how this factor can affect their academic performance. To 
ensure that the data is ready to be used in modeling, several main steps are carried out, namely 
handling missing values, data normalization, and feature selection using SelectK-Best. 

1. Initial Data Exploration (EDA - Exploratory Data Analysis) 
Exploratory analysis was conducted to understand the data distribution, identify initial 
patterns, and detect outliers or inconsistencies in the dataset. The exploration results showed 
that several features had a weak correlation with the target variable, which could impact model 
performance if not filtered properly. 

2. Data Transformation and Normalization 
Further transformations are performed such as normalizing numeric values so that the linear 
regression model can work optimally. This normalization helps reduce unnecessary variability 
and ensures that each feature has a comparable scale in modeling. At this stage, data 
normalization is carried out by changing the type of data objects to "integer" and "Boolean" so 
that the model will be easier to learn the data later. 
Normalization and data type conversion from object to boolean has strong scientific reasons, 
especially in improving model performance and ensuring that the algorithm can work well 
with the data used. 
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3. Feature Selection with SelectK-Best 
To improve model efficiency and accuracy, the SelectK-Best feature selection technique was 
applied, which aims to select a number of the best features based on statistical relationships 
with the target variable. The feature selection results showed that only a few factors had a 
significant influence on academic performance, while other features contributed little or even 
interfered with the accuracy of the prediction. 

  
Analysis of alcohol consumption factors and several other factors on students' academic 

performance by applying feature selection using SelectK-Best and linear regression models, in this 
study data training was carried out using models with feature selection and without feature selection 
to observe the differences produced in predicting student performance which is interpreted into 
evaluation metrics. 

The feature selection process is carried out to identify the most significant factors that affect 
academic performance, so that the model built only uses relevant features. In this stage, SelectK-Best 
successfully filters out insignificant features, increases model efficiency and reduces the possibility of 
overfitting. This study took 10 of the 32 selected features. 

 

Figure 1. Top 10 Factors 
 

After the feature selection process, a Linear Regression (LR) model was applied to predict 
academic performance based on the selected features. LR is chosen because it is able to describe the 
linear relationship between independent and dependent variables, which is very appropriate for the 
numerical data used in this study. 

Model evaluation is carried out using several metrics, including MAE (Mean Absolute Error), 
MSE (Mean Squared Error), RMSE (Root Mean Squared Error), and R² Score (R-squared). This can 
provide a comprehensive picture of the model's performance in predicting academic achievement. 

 

Table 2. Comparison of Evaluation Metrics of the use of selection features 

Evaluation 
Without Fiture 

Selection 
With Fiture Selection 

MAE 0.9553 0.6293 
MSE 1.9507 0.5945 

RMSE 1.3967 0.7711 
R2 Score 0.8023 0.9144 
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Based on the evaluation results, the MAE and MSE values indicate that the application of 
SelectK-Best feature selection and linear regression models successfully minimized prediction errors 
relatively when compared to without feature selection. A low RMSE value means that the model tends 
to produce predictions that are close to the original values, with minimal large errors, namely MAE = 
0.6293 and MSE = 0.5945. 

Meanwhile, the high R² value with a value of 0.9144 indicates that the linear regression model 
can explain most of the variance in student academic performance influenced by several factors that 
have close relationship values. This confirms that the use of the SelectK-Best technique for feature 
selection and linear regression as a prediction model is quite effective in predicting student academic 
performance. 

Overall, the results of this study show that the application of appropriate feature selection 
and the use of linear regression can produce a good model in predicting student academic 
performance. The evaluation metrics obtained support the conclusion that this model is quite accurate 
and reliable in describing the relationship between factors and academic performance. 
 
4. Conclusion 
This study aims to improve the accuracy of predicting students' academic performance by applying the 
SelectK-Best feature selection technique and linear regression models. The results of this study 
indicate that proper feature selection can simplify data complexity without sacrificing prediction 
quality, thus contributing to the development of more efficient prediction models in the field of 
educational analytics. By integrating feature selection methods, this study strengthens the 
understanding of significant factors affecting academic performance, while also offering a systematic 
approach to building more accurate models. This study also highlights the importance of further 
exploration of other feature selection techniques and comparison with more complex machine 
learning algorithms, especially in handling non-linear relationships in educational data. In the future, 
this study can be expanded by using more diverse datasets to improve model generalization, as well as 
adopting other feature selection techniques such as Recursive Feature Elimination (RFE) or deep 
learning-based methods to overcome the limitations of linear regression. In addition, the integration 
of this prediction model into an academic decision support system can be a further step in applying 
this research in a wider educational environment. 
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