
CONFERENCE P R O G R A M ]

INNA PARAPAT (Lake Toba)
August 7, 2018 - August 9, 2018 ^

chTsm soia
The 6th International Conference on Information ofTechnology

CYBER AND IT SERVICE MANAGEMENT



ii 
 

2018 6th International Conference on Cyber 
and IT Service Management 

 
Convention Hall, Inna Parapat Hotel 

 
 

August 7-9, 2018 

  

  

  

 

  

         

  

  

ISBN    : 978-1-5386-5433-0 

IEEE Catalog Number : CFP1837Z-PRT 
  

  

  

  

  

  

  



iii 
 

2018 6th International Conference On Cyber And IT 
Service Management (CITSM)   
  

  

Convention Hall, Inna Parapat Hotel   

Phone: (0625) 41012 

Email : contact.citsm@uinjkt.ac.id  

Website : http://citsm.id/  

August 7-9, 2018  

  

  

  

 

ISBN    : 978-1-5386-5433-0 

IEEE Catalog Number : CFP1837Z-PRT 

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  



iv 
 

2018 6th International Conference On Cyber And IT 
Service Management (CITSM)  
  

Copyright ©2018 by the Institute of Electrical and Electronics Engineers, Inc. All rights  

reserved.  

  

Copyright and Reprint Permission  

Abstracting is permitted with credit to the source. Libraries are permitted to photocopy beyond  

the limit of U.S. copyright law, for private use of patrons, those articles in this volume that carry  

a code at the bottom of the first page, provided that the per-copy fee indicated in the code is  

paid through the Copyright Clearance Center, 222 Rosewood Drive, Danvers, MA 01923.  

  

Other copying, reprint, or reproduction requests should be addressed to IEEE Copyrights  

Manager, IEEE Service Center, 445 Hoes Lane, P.O. Box 1331, Piscataway, NJ 08855-1331.  

  

ISBN           : 978-1-5386-5433-0 

IEEE Catalog Number  : CFP1837Z-PRT 

  

Additional copies of this publication are available from  

Curran Associates, Inc.  

57 Morehouse Lane  

Red Hook, NY 12571 USA  

+1 845 758 0400  

+1 845 758 2633 (FAX)  

email: curran@proceedings.com 



v 
 

PREFACE 
 

Assalaamu ‘alaykum warahmatullahi wabarakaatuh, 
 
The CITSM 2018 is in the general area of communication and information technology. It provides a forum 
for presenting and discussing the latest innovations, results and developments in IT Management & 
organizations, IT Applications, Cyber & IT Security, and ICT. The main objective of this conference is to 
provide a forum for engineers, academia, scientist, industry, and researchers to present the result of their 
research activities in the field of Computer and Information Technology. The primary focus of the 
conference is to create an effective medium for institutions and industries to share ideas, innovations, and 
problem solving techniques. 
 
There are 282 papers submission and only 150 papers are accepted and 147 papers have been registered 
and presented. Accepted papers will be presented in one of the regular sessions and will be published in 
the conference proceedings volume. All accepted papers are submitted to IEEEXplore. IEEE Conference 
Number: # 43622. Catalog Number: CFP1837Z-PRT, ISBN: 978-1-5386-5433-0, CFP1837Z-USB, ISBN: 
978-1-5386-5434-7. 
 
On behalf of the CITSM organizers, we wish to extend our warm welcome and would like to thank for the 
all Keynote Speakers, Reviewers, authors, and Committees, for their effort, guidance, contribution and 
valuable support. Last but not least, thanks to all lecturers and staffs of the Faculty of Science & Technology, 
Syarif Hidayatullah Jakarta State Islamic University and Universitas Potensi Utama-Medan and other 
parties that directly and indirectly make this event successful. 
 
Wa billahi taufiq wal hidaayah. 
Wallahul muwaffiq ila aqwamit-tharieq. 
Wasalaamu ‘alaykumu warahmatullahi wabarakaatuh. 
 
 
 
Husni Teja Sukmana  
(Organizing Chair) 
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    Abstract- An Election is one of the characteristics of a country 

that uses the democratic system. One of the countries that embrace 

democratic system is the country of Indonesia. Elections or 

commonly called the democratic party held in Indonesia aims to 

choose the leadership of both the President and Vice President, 

members of the House of Representatives, Regional Representatives 

Council level one and level II, and the Regional Representatives 

Council. Research relating to the election had been conducted by 

researchers is using decision tree method or by using a neural 

network. The method used was limited without doing optimization 

method for the algorithm. In this study, researchers will conduct 

research focusing on the optimization using genetic algorithm 

optimization and particle swarm optimization algorithm with the 

aid of neural network algorithms. After testing the two models of 

neural network algorithms and genetic algorithms are the results 

obtained by the neural network algorithm optimization particle 

swarm optimization algorithm accuracy value amounted to 98.85% 

and the AUC value of 0.996. While the neural network algorithm 

with genetic algorithm optimization accuracy values of 93.03% and 

AUC value of 0.971. 

 

Keywords—General Election, Neural Network Algorithm, Particle 

Swarm Optimization, Genetic Algorithm. 

 

I.    INTRODUCTION 

 

The Elections (Election) is one of the characteristics of a 

democratic country in the world. Indonesia is one of the 

world's most democratic systems. to make this happen, one of 

them is seen during a democratic party to elect a future leader 

of the nation who will represent the people sitting in 

parliament through the general election. General Election is a 

means of implementing the sovereignty of the people within 

the unitary state of the Republic of Indonesia based on 

Pancasila and the 1945 Constitution [1]. The Election is a very 

important tool for the implementation of a democratic political 

system. Therefore, it is not surprising that many countries that 

want to be called a democratic state use elections as a 

mechanism to build legitimacy. Election aims to elect 

members of DPR, Provincial DPRD, and Regency or 

Municipal DPRD which are implemented with a proportional 

system [1]. With a direct election system and a large number 

of parties, legislative elections provide a great opportunity for 

the people of Indonesia to compete to become members of the 

legislature. 

Methods of predicting election results have been conducted by 

researchers [2] predicting election results using the Bayesian 

Estimator method. Of the several methods used to conduct 

research in the field of elections, the method used is only 

limited to the method alone without optimizing for the 

algorithm. The use of optimization in research in the field of 

data mining is helpful to know the accuracy of the data as an 

option to improve the performance of the data. In this 

research, the researcher will do research which focuses on data 

optimization by using optimization algorithm that is the 

genetic algorithm and particle swarm optimization method 

with help of neural network algorithm. After testing with two 

models of neural network algorithm and genetic algorithm, the 

result is neural network algorithm with optimization algorithm 

particle swarm optimization accuracy value of 98,85% and 

AUC value equal to 0,996. While the algorithm neural 

network with genetic algorithm optimization accuracy value of 

93.03% and AUC value of 0.971. 

 

II.    RELATED WORK 

 



                                                      The 6
th
 International Conference on Cyber and IT Service Management (CITSM 2018) 

                             Inna Parapat Hotel – Medan, August 7-9, 2018 

 
Elections are one of the main pillars of a democracy, 

if not the ultimate. The centrality of electoral positions in 

distinguishing a democratic political system is not evident 

from some of the definitions put forward by some researchers. 

One of the earliest modern conceptions of democracy 

proposed by Joseph Schumpeter and later known as the 

Schumpeterian school places the holding of free and regular 

elections as the main criterion for a political system to be 

called a democracy. In a democracy, elections are one of the 

main pillars for electing leaders who will represent the people 

to sit in government ranging from second-level DPRD 

members, Level I DPRD, DPR RI and DPD. 

In the contemporary democratic treasury, electoral positions 

gain reinforcement. Academic studies on democracy recognize 

two major categories of meaning, namely the conception of 

minimalism and maximalism. Minimalist or procedural 

democracy applies to political systems that carry out regular 

leadership changes through a free, open and electoral 

mechanism involving universal voting masses. While the 

concept of the maxim is the implementation of elections is not 

enough for a political system to get a degree of democracy 

because this concept requires respect for wider civil rights. 

Elections in Indonesia are divided into two parts, namely [3]: 

1. New Order elections 

The election system is proportionally impure, which means 

that the number of seat determinations is not determined by 

the population but also based on the administration area. New 

Order elections began in 1955 as the first elections held in the 

country of Indonesia. 

It is said to be a reformation election due to the 

election process in 1999 before the end of elections in 1997. 

The elections of this reformation era began because the 1997 

election products were considered by governments and other 

institutions not to be trusted. 

The electoral system of DPR / DPRD based on the 

provisions of Act No. 10 of 2008 Article 5 paragraph 1 of the 

system used in the legislative election is a proportional system 

with an open list, the DPD election system implemented with 

the district system has many representatives of Law number 

10 of 2008 article 5 paragraph 2. According to Law no. 10 the 

year 2008, Participant election of a member of DPR / D is 

political party participating in General Election, while DPD 

member election member is individual. Electoral political 

parties may nominate as many as 120% of the seats contested 

in every democratic and open election area and may nominate 

candidates with regard to women's representation of at least 

30%. Political Parties Participants in the General Elections 

shall be obligated to submit a list of candidates by sequence 

number (to obtain the Chair). Therefore, in terms of a 

nomination of Law No. 10, the year 2008 adopted a system of 

candidate list closed. 

Law No. 10 the year 2008 adopts a proportional 

system with an open list. the proportional system refers to the 

seat-sharing formula and/or the determination of the elected 

candidate, each political party participating in the election gets 

a proportional seat with the number of valid votes obtained. 

The application of a proportional formula begins with 

calculating the number of voter divisors (BPP), that is, the 

total number of valid votes obtained by all political parties 

participating in an election in an electoral district divided by 

the number of seats contested in the electoral district. 

 

III. METHOD 

 

Research is seeking through a methodical process to 

add to the knowledge itself and with others [16], by the 

discovery of facts and unusual insights. Another notion, 

research is an activity that aims to make an original 

contribution to science [16]. 

This research is experimental research with research method 

as follows 

 

3.1. Data collection 

     In collecting data explained about how and from which the 

data in this study obtained, there are two types of data 

collection, namely primary data collection and secondary data 

collection. Primary data is data collected first to see what 

really happened. Secondary data is data previously made by 

someone either published or not (Kothari, 2004). In the 

primary data collection in this study using the method of 

observation and interview, using data related to the election in 

2009. Data obtained from the KPUD Jakarta is the election 

data in 2009 with the amount of data as much as 2268 records, 

consisting of 11 variables or attributes. Any variables used are 

party serial number, party name, a legal vote of the party, a 

serial number of candidate, a name of a candidate, gender, 

administration city, election area, legal candidate, number of 

seat acquisition. While the variable goal is the election results. 

 

3.2. Preliminary data processing 

    The amount of initial data obtained from data collection is 

as much as 2,268 data, but not all data can be used and not all 

attributes are used because it must go through several stages of 

initial processing of data (preparation data). To obtain quality 

data, several techniques are performed as follows [15]: 

a. Data validation, to identify and remove odd data 

(outlier/noise), inconsistent data, and incomplete data (missing 

value). 

b. Data integration and transformation, to improve the 

accuracy and efficiency of the algorithm. The data used in this 

paper is categorical. Data is transformed into Rapidminer 

software. The categorical attribute table is shown in Table 3.2. 

c. Data size reduction and discretization, to obtain the data set 

with the number of attributes and records are less but 

informative. 

 

3.3. Neural Network Algorithm 

The Neural network is an information processing 

system that has characteristics resembling human biological 

neural network. Neural network is defined as a computational 

system in which architecture and operations are inspired by 

the knowledge of biological neurons in the brain, which is one 
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of the artificial representations of the human brain that always 

tries to stimulate the learning process of the human brain [4] 

Neural networks are based on human neural models but with 

simpler parts. The smallest component of a neural network is a 

unit or commonly called a neuron in which the neuron will 

transform the information received into another neuron [5]. 

 

 

 
Source: [6] 

Figure 1 Neural network model 

 

The Neural network consists of two or more layers, 

although most networks consist of three layers: an input layer, 

hidden layer, and output layer [6]. The Neural network 

approach is motivated by biological neural networks. Roughly 

speaking, a neural network of a set is connected to the 

input/output unit [7], where each connection has a weight 

associated with it. Neural networks have several properties 

that make them popular for clustering [8]. First, the neural 

network is a parallel and distributed inherent processing 

architecture. Second, the neural network learns by adjusting 

the weights of interconnection with data, This allows the 

neural network to "normalize" the pattern and act as a feature 

(attribute) extractors for different groups. Third, the neural 

network processes numerical vectors and requires an object 

pattern to be represented by a quantitative feature only [9] 

The Neural network consists of a collection of nodes 

(neurons) and relations. There are three types of nodes 

(neurons) namely, input, hidden and output. Each relation 

connects two nodes with a certain weight and there is also a 

direction indicating the flow of data in the process [6]. The 

ability of the human brain to remember, calculate, generalize, 

adaptation, is expected neural network can mimic the ability 

of the human brain. Neural networks try to imitate the 

structure/architecture and workings of the human brain so that 

it is expected to and can replace some human work. Neural 

network is useful for solving problems related to pattern 

recognition, classification, prediction and data mining [5] 

The node input is at the first layer in the neural 

network. In general, each input node represents an input 

parameter such as age, gender, or income. A Hidden node is a 

node in the middle. This hidden node receives input from the 

input node on the first layer or from the hidden node of the 

previous layer. Hidden nodes combine all entries based on the 

weights of connected, calculate, and provide output for the 

next layer. Output nodes present predicted attributes [6]. 

Each node (neuron) in a neural network is a processing unit. 

Each node has multiple inputs and an output. Each node 

combines several input values, performs calculations, and 

generates an output value (activation). In each node, there are 

two functions, namely a function to combine input and 

activation functions to calculate the output. There are several 

methods for combining inputs such as weighted sum, mean, 

max, OR logic, or AND logic [6]. And some activation 

functions that can be used are Heaviside (threshold), step 

activation, piece wise, linear, Gaussian, sigmoid, hyperbolic 

tangent [9]. 

One of the advantages of using a neural network is 

that the neural network is strong enough with respect to the 

data. Because the neural network contains many nodes 

(artificial neurons) with weights assigned to each connection. 

The neural network algorithm has other characteristics such as 

[4] 

1. Inputs can be either discrete or real value that has many 

dimensions. 

2. The output is a vector consisting of several discrete or real 

values 

3. Can know the problem in a black-box, with only know the 

value of input and output only. 

4. Able to handle learning to data that has noise (noise). 

5. The shape of the target instructional function is unknown 

because it is simply the weight of the input value of each 

neuron. 

6. Because it has to change a lot of weight value in the 

learning process, then the learning time becomes longer, 

so it is not suitable for problems that require fast time in 

learning. 

7. The Neural network of artificial learning results can be 

executed appropriately. 

 

The most popular algorithm in the neural network 

algorithm is the backpropagation algorithm. The 

backpropagation training algorithm or one that translates into 

backward propagation was first formulated by Paul Werbos in 

1974 and popularized by Rumelhart with McClelland for use 

on neural networks. The backpropagation mode was originally 

designed for neural network feedforward, but in its 

development, this method was adapted for learning in other 

neural network models [4]. One supervised training method on 

a neural network is the backpropagation method, where the 

feature of this method is to minimize errors in output 

generated by the network. 

Backpropagation algorithm method is widely applied 

widely. backpropagation has been successfully applied in 

various fields, including financial fields, handwriting 

recognition, voice recognition, control systems, image 

processing. backpropagation has become one of the most 
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powerful computing methods. The backpropagation algorithm 

has a very simple relation that is: if the output gives the wrong 

result, then the weight is corrected so that its error can be 

minimized and the next network response is expected to be 

close to the correct value. The algorithm is also capable of 

fixing the weigher in the hidden layer. 

Initial initialization of backpropagation network 

weights consisting of input layer, hidden layer, and output 

layer [4]. Backpropagation training stage is a step to train a 

neural network that is by making a weigh change (the 

connection between layers that form the neural network 

through each unit). While solving the problem will be done if 

the training process has been completed, this phase is called 

the phase of mapping or testing/testing process. 

The learning steps in the backpropagation algorithm are as 

follows [10]: 

1. Initialize network weights randomly (usually between -

0.1 to 1.0) 

2. For each data in the training data, calculate the input for 

the node based on the input value and the current network 

weight, using the formula: 

 

 

  ................................................. (1) 

                                                      

3. Based on input from step two, then generate output. 

to a node using sigmoid activation function: 

 

  ................................................. (2) 

 

 

4. Calculate the Error value between the predicted value and 

the real value using the formula: 

 

 .......... (3) 
 

5. After the Error value is calculated, then it is reversed to 

the previous layer (backpropagation). To calculate the 

Error value on the hidden layer, use the formula: 

 

 

  .............. (4) 

 

6. The Error value generated from the previous step is used 

to update the relation weights using the formula: 

 

 ......................................... (5) 

 

3.4. Particle Swarm Optimization Algorithm 

Feature Selection is closely related to dimension 

reduction issues where the objective is to identify features in 

the data set-equally important, and to remove other features 

such as irrelevant and excessive information and the accuracy 

of their enhanced future selection. The reduction of 

dimensions is done by minimizing the losses that can occur 

due to loss of some information. The purpose of dimensional 

reduction in the domain of data mining is to identify the 

smallest cost at which data mining algorithms can keep the 

error rate below the boundary of the efficiency line [11]. 

The feature selection problem refers to the selection of 

appropriate features that should be introduced in the analysis 

to maximize the performance of the resulting model. Feature 

selection is a computation process, which is used to select a 

feature set that optimizes evaluation steps that represent 

feature quality [12]. 

A feature selection algorithm is characterized by a strategy 

used to locate the appropriate subset of features, feature 

selection process, evaluation measures used to assess feature 

quality and interaction with the classification method used to 

develop the final model [11]. One of the most commonly used 

methods is the Particle swarm optimization method. 

Particle swarm optimization can be assumed as a 

group of birds in search of food in a region. The bird does not 

know where the food is, but they know how far the food is, so 

the best strategy to find the food is to follow the nearest bird 

from the food [12].  

Similar to the genetic algorithm (GA), the Particle 

swarm optimization performs a search using the population 

(swarm) of the individual (particles) to be updated from the 

iteration. Particle swarm optimization has several parameters 

such as position, speed, maximum speed, acceleration 

constant, and weight of inertia. Particle swarm optimization 

has more comparison or even superior performance search for 

many optimization problems with faster and more stable 

convergence rate [13]. 

To find the optimal solution, each particle moves 

towards its previous best position and the best position 

globally. For example, the ith particle is expressed as: xi = 

(xi1, xi2, .... xid) in the d-dimensional space. The previous 

best position of the ith particles is stored and expressed as 

pbesti = (pbesti, 1, pbesti, 2, ... pbesti, d). The best particle 

index among all the particles in the group herd is expressed as 

gbestd. Particle velocity is expressed as: vi = (vi, 1, vi, 2, .... 

vi, d). Modification of particle velocity and position can be 

calculated using the current velocity and pbesti distance, 

gbestd as shown in the following equation: 

vi *, d = w * vi, d + c1 * R * (pbesti, d - xi, d) + c2 * R * 

(gbestd - xi, d)  ................................................................... (6) 

xid = xi, d + vi, d ................................................................ (7) 

Where: 

Vi, d = The speed of the i-th particles in the i-iteration 

w = Inertial weight factor 

c1, c2 = acceleration constants (learning rate) 

R = Random number (0-1) 

Xi, d = The current position of the ith particle in the i-iteration 

pbesti = Best previous position of the i-particles 

gbesti = The best particle among all the particles in a group 

              or population 

n = Number of particles in the group 

d = Dimension 



The 6
th
 International Conference on Cyber and IT Service Management (CITSM 2018)    

Inna Parapat Hotel – Medan, August 7-9, 2018  

 
Equation (6) calculates the new velocity for each 

particle (potential solution) based on the previous velocity (Vi, 

m), the location of the particle where the best fitness value has 

been achieved (pbest), and the global population location 

(gbest for global version, lbest for local version ) or local 

neighborhood on localized algorithm where the best fitness 

value has been reached. 

Equation (7) updates the position of each particle in the 

solution space. Two random numbers c1 and c2 are self-

generated. The heavy use of w inertia has provided increased 

performance in a number of applications. The result of particle 

calculations is particle velocity between intervals [0,1] [13]. 

 

3.5. Genetic Algorithm 

The genetic algorithm is a heuristic search algorithm 

based on the mechanism of biological evolution. The diversity 

in biological evolution is a variation of the chromosomes 

between individual organisms. This chromosome variation 

will affect the rate of reproduction and the level of ability of 

the organism to survive [14]. Basically, there are 4 conditions 

that greatly affect the evaluation process, namely as follows: 

a. The ability of an organism to reproduce 

b. The presence of a population of reproductive organisms 

c. The existence of organisms in a population 

d. Differences ability to survive. 

A stronger individual (fit) will have a survival rate and a level 

higher reproduction when compared with fewer fit individuals. 

Over a period of time (often referred to as generations), the 

population as a whole will contain more life-sustaining 

organisms [14]. 

In the genetic algorithm, the search technique is 

carried out simultaneously on a number of possible solutions 

known as the population. Individuals in one population are 

called chromosomes. This chromosome is a solution that is 

still a symbol. The initial population is randomly constructed, 

while the next population is the result of the evolution of 

chromosomes through an iteration called the generic term. In 

each generation, the chromosomes will go through the 

evaluation process using a measuring instrument called a 

fitness function. The fitness value of a chromosome will show 

the quality of the chromosome in that population. The next 

generation known as the term child (offspring) is formed from 

a combination of 2 current generation chromosomes that act as 

the parent by using crossover operator. In addition to the 

cross-carrier, a chromosome may also be modified using a 

mutation operator. The new generation population is formed 

by selecting the fitness value of the offspring, and rejecting the 

other chromosomes so that the population size (number of 

chromosomes in a population) is constant. After doing various 

generations, then this algorithm will converge to the best 

chromosome of life [14]. 

Suppose P (generation) is the populace of a generation, then a 

simple genetic algorithm consists of the following steps: 

Step 0: initialization 

Assume that the data is encoded in a string of bits (1 and 0). 

Determine the probability of crossover or pc Crossover rate 

and the probability of a mutation or muta mutation rate. 

Typically, pc is selected to be quite high (eg, 0.7), and pm is 

chosen very low (eg, 0.001) 

Step 1: The selected population, consisting of a set of n 

chromosomes each length i. 

Step 2: match the f (x) calculated for each chromosome in the 

population. 

Step 3: repeat the following steps until n offspring have been 

generated 

Step 3a: Selection. Using the values of the fitness function f 

(x) of step 2, specifying the selection probability for each 

chromosome with higher fitness gives a higher probability of 

selection. The usual term for the way this probability is 

assigned is the roulette wheel method. For each chromosome 

xi, find the proportion of these fitness chromosomes for total 

fitness to infer over all chromosomes. That is, finding f(xi) 

/ xi) and assigning this proportion to be the probability 

of choosing that chromosome to be the parent. Then select a 

pair of chromosomes to be a parent, based on probability. Let 

the same chromosome have the potential to be chosen to be a 

parent more than once. Allowing chromosomes to pair with 

itself will produce copies of chromosome trees that are to a 

new generation. If analysts are concerned converging to local 

optimum too quickly, maybe the couple should not be 

allowed. 

Step 3b: Crossover. Select randomly selected locus (crossover 

point) for crossover place. Then, with pc probability, do a 

crossover with the parent selected in step 3a: thus forming two 

new breeds. If the crossover is not done, copy two exact 

copies of the parent to be passed on to the new generation. 

Step 3c: Mutations. With pm probability, mutate in each of the 

two offspring at each locus point. The chromosomes then take 

their place in the new population. If n is odd, discard one new 

chromosome randomly. 

Step 4: New chromosome population replaces the current 

population 

Step 5: Check if the termination criterion has been met. For 

example, is the average fitness change from generation to 

generation smaller? If convergence is reached, stop and report 

the results, otherwise go to step 2. 

 

3.6. K-Fold Cross Validation Testing 

        Cross-Validation is a validation technique by dividing 

data randomly into k section and each part will be classified 

[7]. Using cross-validation will be experimental as much as k. 

The data used in this experiment is training data to find the 

overall error rate value. In general, the test k is performed 10 

times to estimate the accuracy of estimation. In this study, the 

value of k used is 10 or 10-fold Cross-Validation. 
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Source: [7] 

Figure 2. Illustration 10 Fold Cross Validation 

 

Figure 2 shows that each trial will use one data test and k-1 

part will be training data, then the data testing will be 

exchanged with one training data so that for each experiment 

will get different data testing. 

 

3.7. Confusion Matrix 

Confusion matrix provides the decisions obtained in training 

and testing, confusion matrix provides an assessment of the 

classification performance based on objects correctly or false 

[9]. Confusion matrix contains actual information (actual) and 

predicted (predicted) on the classification system. The 

following table explanation about the confusion matrix. 

 
TABLE I 

CONFUSION MATRIX 

Classification Predicted Class 

Observed Class 

 Class = Yes Class = No 
Class = Yes A 

(True Positif-tp) 
B 

(False negatif- 
fn) 

Class = No C 
(False positif- 

fp) 

D 
(true 

negative–tn) 

Source: [9] 

 

Information: 

True Positive (tp) = positive proportion in the data set that is 

classified positively 

True Negative (tn) = negative proportion in the data set that is 

classified negative 

False Positive (fp) = negative proportion in potentially 

classified data sets 

FalseNegative (fn) = negative proportions in data sets that are 

classified negatively 

Here is the equation of confusion matrix model: 

The accuracy value (acc) is the proportion of the correct 

number of predictions. 

Can be calculated using the equation: 

acc = (tp + tn) / (tp + tn + fp + fn) 

Sensitivity is used to compare the proportion of tp to positive 

tuples, which is calculated using the equation: 

Sensitivity = tp / (tp + fn) 

Specificity is used to compare the proportion of tn to negative 

tuples, which is calculated using the equation: 

Specificity = tn / (tn + fp) 

PPV (positive predictive value) is the proportion of cases with 

a positive diagnosis, calculated using the equation: 

PPV = tp / (tp + fp) 

NPV (negative predictive value) is the proportion of cases 

with a negative diagnosis, calculated using the equation: 

NPV = tn / (tn + fn) 

 

3.8. ROC Curve 

        The ROC Curve (Receiver Operating Characteristic) is 

another way to evaluate the accuracy of the classification 

visually [15]. An ROC graph is a two-dimensional plot with a 

false positive proportion (fp) on the X axis and a true positive 

proportion (tp) on the Y axis. Point (0.1) is a perfect 

classification of all positive and negative cases. The false 

positive value is none (fp = 0) and the true positive value is 

high (tp = 1). Point (0,0) is a classification that predicts each 

case to be negative {-1}, and point (1,1) is a classification that 

predicts each case to be positive {1}. The ROC graph 

illustrates the trade-off between benefits ('true positives') and 

cost ('false positives'). Here are two types of curve ROC 

(discrete and continuous). 

 

 
 Source: [9] 

Figure 3. ROC graph (discrete and continuous) 

 

In Figure 3, the diagonal line divides the ROC space, ie: 

(a) points above the diagonal line is a good classification 

result. 

(b) the point below the diagonal line is a poor classification 

result. 

It can be concluded that one point on the ROC curve is better 

than the other if the direction of the transverse line from the 

lower left to the top right in the graph. The level of accuracy 

can be diagnosed as follows [9] 

Accuracy 0.90 - 1.00 = Excellent classification 

Accuracy 0.80 - 0.90 = Good classification 

Accuracy 0.70 - 0.80 = Fair classification 

Accuracy 0.60 - 0.70 = Poor classification 

Accuracy 0.50 - 0.60 = Failure 
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IV.   EXPERIMENT RESULT 

 

4.1 Neural Network Method 

       The neural network algorithm is an algorithm for 

supervised training and is designed for operations on multi-

layered feed forward. The neural network algorithm can be 

described as follows: when the network is given an input 

pattern as a training pattern then the pattern goes to the units 

in the hidden layer to be forwarded to the outermost layer 

units. The best results of the experiment were with accuracy 

produced at 98.50 and the AUC of 0.982. From the best 

experiments above we get the neural network architecture by 

generating six hidden layers with seven input layer attributes 

and two output layers. The neural network architecture image 

is shown in Figure 4 below: 

 

 
Figure 4. Architectural neural network 

 

4.2 PSO-based Neural Network Method 

      Particle Swarm Optimization has more or more superior 

performance search for more optimization problems with 

faster and more stable convergence rates. To find the optimal 

solution, each particle moves towards its previous best 

position and the best position globally. The best results of the 

experiment above are with accuracy produced by 98.85 and 

AUC of 0.996. 

     The next step is to select the attributes used for the sexes, 

the serial number of the political party, the legitimate vote of 

the party, the number of seats, the electoral district, the 

legislative candidate number, the legitimate vote of the 

legislative candidate and 1 attribute as the label that is the 

result of the election. From the experimental results by using 

the neural network algorithm based on particle swarm 

optimization we get attributes that have an effect on attribute 

weights: Number of seats with weight 0.143, number of 

legislative candidates with weight 0.344 and the legislative 

candidate with weight 1. While other attributes such as sex, 

party serial number, the legitimate vote of the party, election 

area and valid vote of legislative candidate have no effect on 

attribute weight. 

      From the best experiments above we get the neural 

network architecture by producing fifteen hidden layers with 

two input layer attributes and two output layers. The neural 

network architecture image is shown in Figure 5 below 

 

 
Figure 5. PSO based neural network architecture 

 

4.3 Neural Network based Genetic Algorithm 

      The neural network algorithm can be described as follows: 

when the network is assigned an input pattern as a training 

pattern then the pattern goes to the units in the hidden layer to 

be forwarded to the outermost layer units. While the genetic 

algorithm is a heuristic search algorithm based on the 

mechanism of biological evolution. The diversity in biological 

evolution is a variation of the chromosomes between 

individual organisms. This chromosome variation will affect 

the rate of reproduction and the level of the organism's ability 

to survive. Tests using genetic algorithm based neural network 

obtained accuracy 93.03% with 91.28% precision value and 

AUC value is 0.971. 

 

4.4 Model Evaluation and Validation Analysis 

 

 
Figure 6. Cross-validation testing 
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From the test results in Figure 6 above, both evaluations using 

confusion matrix and ROC curve proved that the results of 

algorithm-based neural network algorithm genetic algorithm 

have a higher accuracy value than neural network algorithm. 

The accuracy value for the neural network algorithm model is 

98.50% and the accuracy value for the genetic network 

algorithm based on Genetic Algebra is 93.03% with the 

difference of 5.47% accuracy. 

While evaluation using ROC curve that yields value 

of AUC (Area Under the Curve) to model of artificial neural 

network algorithm that yield value of 0.982 with the value of 

diagnosis Excellent Classification, while the algorithm neural 

network based on genetic algorithms generate value 0971 with 

a value of diagnosis Excellent Classification and the 

difference in the value of both of 0.011. 

 

V. CONCLUSION 

 

Based on experimental results conducted from optimization 

analysis of neural network algorithm model based on genetic 

algorithm. The resulting model is tested to get accuracy, 

precision, recall and AUC value of each algorithm so that the 

test obtained by using neural network obtained accuracy value 

is 91.64% with 91.20% precision value and AUC value is 

0.942. while testing using genetic algorithm based neural 

network obtained accuracy value 93.03% with 91.28% 

precision value and the value of AUC is 0.971. it can be 

concluded that the testing of Jakarta legislative election model 

using a neural network with neural network based on genetic 

algorithm found that neural network testing based on genetic 

algorithm is better than the neural network itself. Thus from 

the results of the above model testing can be concluded 

carrying genetic algorithm-based neural network provides a 

solution to the legislative election problems of DKI Jakarta 

more accurate. 
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Elections are a party of democracy in Indonesia to elect representatives of the people 

who will sit in parliament and provide great opportunities for the people of Indonesia to 

compete to appoint themselves to become members of the legislature. Research related 

to the election has been done by researchers is by using decision tree method or by 

using neural network.  

 

each method has its own weaknesses and advantages, but neural network methods can 

cover the weaknesses of the decision tree. The result of research using neural network 



method in predicting election result has accurate result value is still less accurate. In this 

research, we create neural network algorithm model and optimization with particle 

swarm optimization algorithm to increa se attribute weight to all attributes or variables 

used, select attributes, and feature selection.  

 

whereas the Genet ic Algorithm for predicting the performance of generalizations based 

on static properties of networks such as activation func tion and hidden neurons will be 

strong enough to find solutions. After testing with neural network algorithm to produce 

accurate value of 98.50% and AUC value of 0.982, further optimization done with 

particle swarm optimization obtained an accuracy of 98.85% and AUC value of 0.996.  

 

and then done the optimization testing with genetic algorithm obtained an accuracy 

value of 96.56% and AUC value of 0.925 So that both methods have a difference of 

accuracy that is equal to 0,35 % and difference of AUC value equal to 0,14. Keywords: 

General Election, Neural Network Algorithm, Particle Swarm Optimization, Genetic 

Algorithm. I.  

 

INTRODUCTION General Election is one of the characteristics of democracy in the world. 

Indonesia is one of the world's most democratic systems[25]. It is seen at the democracy 

party every five years that serves to elect the future leaders of the nation who will 

represent the people sitting in parliament through the general election.  

 

General Election is a means of implementing the sovereignty of the people within the 

unitary state of the Republic of Indonesia based on Pancasila and the 1945 

Constitution[22]. Elections are a very important tool for the implementation of a 

democratic political system. Therefore, it is not surprising that many countries wishing to 

be called democratic states use elections as a mechanism to build legitimacy.  

 

The general electio n aims to elect members in parliament which are conducted under 

an open proportional system[22]. With a direct electoral system and a large number of 

parties then legislative elections provide a great opportunity for the people of Indonesia 

to compete to become members of the legislature. A proportional scenario is a type of 

parliamentary election that will represent the people in parliament.  

 

The problem with proportional selection is the difficulty of evaluating the exact number 

of seats (vacancies) won by each candidate. Because there is no guarantee that the ratio 

between the number of votes and the number of seats is an integer number[5]. 

Predicted results of the general election need to be predicted.  

 

Such predictions or forecasts stimulate and require a theoretical framework to explain 



the regularities found in the data[21]. This encourages non-po litical scientists to make 

predictions or predictions about election outcomes in the future. For economic actors, 

politi cal events such as elections The 6th International Conference on Cyber and IT 
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not be underestimated, as they can lead to both positive and negative risks to business 

continuity.  

 

The predicted method of election results has been conducted by researchers, 

[5]predicted elections using the Bayesian inference method, [21]predicted using the 

Partido Revolucionario Institucional method, [3] research by predicting the variables that 

determine the election of the presidential candidate [20]predicted the election results 

using the Bayesian Estimator method. [17]conducted a study to predict the US 

presidential election using a decision tree.  

 

[18] predicted the election results with the model classification tree and neural network. 

[2]who predicted the election results using the neural network method. Decision tree 

has advantages that have advantages in prediction because algorithm structure is easy 

to understand and the error rate is quite small while the weakness of decision tree 

algorithm is lower branch reliability becomes worse than the branch above it, decision 

tree produced is not optimal and can not use the sample larger [23], because it's not 

easy to understand the big decision tree and the problem of overfitting data can 

happen with the limited targeted data set.  

 

Neural networks can solve decision tree problems because they have a non-linear 

prediction, have excellent performance in parallel processing and the ability to tolerate 

errors[27]. This is very appropriate for the characteristics of predictive data on election 

results in this study. Neural network is a method often used to predict the results of 

legislative elections because the data presented for this method must be large and non 

linear[8].  

 

The most popular technique in neural network methods is the backpropation algorithm 

that is widely used to solve many real- world problems by building well-trained models 

that show good performance in some non-liner problems[19]. The most popular neural 

network algorithm is the backpropagation algorithm. backpropagation algorithms have 

too slow convergent speeds that ultimately backpropagation algorithms are highly 

dependent on initial parameters such as number of inputs, hidden nodes, outputs, 

learning rates and network connection weights [19].  

 

Another common problem is that there is a weakness in the need for large training data 

and less efficient optimizations [27]. This can be solved because the amount of training 



data in this research is 2268 records. Particle swarm optimization (PSO) is an effective 

optimization algorithm that resolves the problems of a neural network algorithm that 

generally uses backpropagation algorithms[19].  

 

Particle swarm optimization has more comparisons for feature selection and has 

superior performance for many optimization problems with faster and more stable 

convergence rates[13]. Characteristics of particle swarm optimization are social in 

teractions that promote the sharing of information between particles that will assist in 

finding the optimal solution[19]. Particle swarm optimization has several parameters 

such as position, speed, maximum speed, acceleration of the constant and the weight of 

inertia.  

 

In Particle swarm optimization techniques there are several ways to optimize: increase 

attribute weight of all attributes or variables used, select attributes, and feature 

selection. While Genetic Algorithm is a technique to predict the performance of 

generalizations based on static properties of networks such as activation function and 

hidden neurons will be strong enough to find a solution [11]. This can solve the existing 

problems in the neural network method of optimization resulting less than optimal.  

 

In this research, particle swarm optimization will be applied to solve problems that occur 

in neural network by selecting feature on attribute weight to maximize performance of 

the generated model, while genetic algorithm will be applied for parameter selection in 

neural network that is neuron size, hidden layer and activation function which is 

appropriate and optimal so that the results of the legislative election predictions of DKI 

Jakarta are more accurate. II.  

 

THEORETICAL REVIEW Elections are one of the main pillars of a democratic country. The 

position of elections in differentiating a democratic political system or not is evident 

from some of the definitions put forward by some researchers. In a democratic country, 

elections are one of th e main pillars to elect leaders who will later represent the people 

to sit in government.  

 

Academic studies on democracy recognize two major categories of meaning, namely 

the concept of minimalism and maximalism. Minimalist or procedural democracy is 

imposed on political systems that carry out regular leadership changes through a free, 

open and independent electoral mechanism involving universal voting masses.  

 

While the concept of maximization is the implementation of elections is not enough for 

a political system to get the title of democracy because this concept requires respect for 

wider civil rights. General elections in Indonesia are divided from two parts, namely [25]: 



1. Elections of new era The election system is proportionally impure, which means the 

number of seat determinations is not determined by the number of people but also 

based on the administrative area. The election of the new order began in 1955 as the 

first election held in the country of Indonesia. 2.  

 

Elections of reform era It is said to be a reformation election due to the election process 

in 1999 before the end of elections in 1997. The elections of the reform era began 

because the electoral products in 1997 were considered by governments and other 

institutions to be unreliable. The electoral system of members of the People's Legislative 

Assembly based on the provisions of Law No.  

 

7 of 2017 article 5 paragraph 1 of the system used in legislative elections is a 

proportional system with open lists, the electoral system of the Regional Representative 

Council is carried out by the district system representing many of the Law number 7 

years 2017 article 5, paragraph 2. According to Law no. 7 year 2017, Participant election 

of member of representative of the people is political party par ticipating in General 

Election, while election member of Regional Representative Council is individual.  

 

Electoral political parties may nominate as many The 6th International Conference on 

Cyber and IT Service Management (CITSM 2018) Inna Parapat Hotel – Medan, August 

7-9, 2018 as 120 per cent of the seats contested in any democratic and open election 

area and may nominate candidates with regard to women's representation of at least 

30%. Political Parties Participants in the General Election shall be required by law to 

submit a list of candidates by sequence number (to obtain a Chair).  

 

Therefore, in terms of nomination of Law No. 7 of 2017 adopted a closed candidate list 

system. 2.1. Neural Network Algorithm Neural network is an information processing 

system that has characteristics resembling a biological neural network in humans[6]. 

Neural networks are defined as computational systems in which architecture an d 

operations are inspired by the knowledge of biological neurons in the brain, which is 

one of the artificial representations of the human brain that always tries to stimulate the 

learning process of the human brain [9].  

 

The smallest component of a neural network is a unit commonly called a neuron that 

will transform the information received into another neuron[6]. Fig. I. Neural Network 

Model [6] Neural networks consist of tw o or more layers, although most networks 

consist of three layers: input layer, hidden layer, and output layer [7]. The neural network 

approach is motivated by biological neural networks.  

 

Roughly speaking, a neural network is a set of input / output units, where each 



connection has a weight associated with it. Neural networks have several properties that 

make them popular for clustering[15]. First, the neural network is a parallel and 

distributed inherent processing architecture. Second, the neural network learns by 

adjusting the weights of interconnection with the data.  

 

This allows the neural network to "normalize" the pattern and act as a feature (attribute) 

extractors for different groups. Third, the neural network processes numerical vectors 

and requires an object pattern to be represented by a quantitative feature only. Neural 

network consists of a collection of nod es (neurons) and relationships. There are three 

types of nodes (neurons) namely, input, hidden and output.  

 

Each relation connects two nodes with a certain weight and there is also a direction that 

shows the flow of data in the process[15]. The node input is at the first layer in the 

neural network. In general each input node represents an input parameter such as age, 

gender, or income [16]. Hidden node is a node in the middle. This hidden node rec eives 

input from the input node on the first layer or from the hidden node of the previous 

layers.  

 

Hidden nodes combine all inputs based on the weights of connected relations, calculate, 

and provide output for the next layer. The node output represents predicted 

attributes[24]. One advantage of using a neural network is that the neural network is 

strong enough with respect to the data. Because the neural network contains many 

nodes (artificial neurons) with weights assigned to each connection.  

 

Neural network algorithms have other characteristics such as[9]: 1. Inputs can be either 

discrete or real values that have many dimensions. 2. The output is a vector consisting of 

several discrete or real values. 3. Can know the problem in black box, with only know the 

value of input and output only. 4. Able to handle learning to data that has noise (noise). 

5.  

 

The shape of the target instructional function is unknown because it is simply the weight 

of the input value of each neuron. 6. Because it has to change a lot of weight value in 

the learning process, then the learning time becomes longer, so it is not suitable for 

problems that require fast time in learning. 7. Neural network of artificial learning results 

can be executed appropriately.  

 

The most popular algorithm for neural network algorithms is the backpropagation 

algorithm [6]. The backpropagation method was originally designed for neural network 

feedforward, but in its development, this method was adapted for learning in other 

neural network models [9]. Backpropagation algorithm method is widely applied widely.  



 

backprogation has been successfully applied in various fields, including financial fields, 

handwriting recognition, voice recognition, control systems, image processing. 

Backprogation has become one of the most powerful computing methods [7]. The 

backpropagation algorithm has a very simple relation that is: if the output gives wrong 

result, then the weight is corrected so that its error can be minimized and the next 

network response is expected to be close to the correct value. The algorithm is also 

capable of fixing the weigher (hidden layer).  

 

Langkah pembelajaran dalam algoritma bakpropagation adalah sebagai berikut[9]: 1. 

Initialize network weights at random (usually between -0.1 to 1.0). 2. For each data in the 

training data, calculate the input for the node based on the input value and the current 

network weight, using the formula: Input j = + ?j (1) 3. Based on the input of step two, 

then generate output. to node using sigmoid activation function: Output = (2) 4.  

 

Calculate Error value betwee n the predicted value and the real value using the formula: 

Errorj = outputj . ( 1- outputj).(Targetj-Outputj) (3) The 6th International Conference on 
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7-9, 2018 5. After Error value is calculated, then back to the previous screen 

(backpropagation).  

 

To calculate the Error value on the hidden layer, use the formula: Errorj = 

Outputj(1-Outputj) kWjk (4) 6. Generated Error value from th e previous step is used to 

update the relation weights using the formula: Wij = Wij + l . Errorj . Outputi (5) 3.2 

Genetic Algorithm The genetic algorithm is a heuristic search algorithm based on the 

mechanism of biological evolution[14].  

 

The diversity in biological evolution is a variation of the chromosomes between 

individual organisms. This chromosome variation will affect the rate of reproduction and 

the level of ability of organisms to survive[10]. Basically there are 4 conditions that 

greatly affect the evaluation process, namely as follows: a. ability of an organism to 

reproduce b.  

 

Presence of a population of reproductive organisms c. Existence of organisms in a 

population d. Differences ability to survive. A stronger individual (fit) will have a higher 

survival rate and reproductive rate when compared with less fit individuals. Over a 

period of time (often known as generation), the population as a whole will contain more 

life-sustaining organisms[14].  

 

In the genetic algorithm, the search technique is carried out simultaneously on a 



number of possible solutions known as the population. Individuals in one population are 

called chromosomes. This chromosome is a solution that is still a symbol. The initial 

population is randomly constructed, while the next population is the result of the 

evolution of chromosomes through an iteration called by the generation[10].  

 

In each generation, the chromosomes will go through an evaluation process using a 

measuring device called a fitness function. The fitness value of a chromosome will show 

the quality of the chromosome in that population. The next generation known as the 

term child (off spring) is formed from a combination of 2 current generation 

chromosomes that act as parent by using crossove r operator. In addition to the cross 

carrier, a chromosome may also be modified using a mutation operator.  

 

The population of the new generation is formed by selecting the fitness value of the 

child's chromosome (off spring), and rejecting the other chromosomes so that the 

population size (number of chromosomes in a population) is constant. After doing 

various generations, then this algorithm will converge to the best chromosome of 

life[10].  

 

Let P (generation) be the popoulation of a generation, then a simple genetic algorithm 

consists of the following steps[10]: _ Step 0: initialization Assume that the data is 

encoded in a string of bits (1 and 0). Determine the probability of crossover or pc 

Crossover rate and the probability of a mutation or muta mutation rate.  

 

Typically, pc is selected to be quite high (eg, 0.7), and pm is chosen very low (eg, 0.001) _ 

Step 1: The selected population, consisting of a set of n chromosomes each length i. 

Step 2: match the f (x) calculated for each chromosome in the population. _ Step 3: 

repeat through the following steps until the offspring have been generated _ Step 4: 

New chromosome population replaces the current population _ Step 5: Check if the 

termina tion criterion has been met.  

 

For example, is the average fitness change from generation to generation smaller? If 

convergence is reached, stop and report the results, otherwise go to step 2. 3.2 Particle 

Swarm Optimization Algorithm Particle Swarm Optimization (P SO) is a 

population-based optimization technique developed by Eberhart and Kennedy in 1995, 

inspired by the social behavior of birds or fish [11]. Particle swarm optimization can be 

assumed as a group of birds in search of food in a region.  

 

The bird does not know where the food is, but they know how far the food is, so the 

best strategy to find the food is to follow the nearest bird from the food [26]. Particle 

swarm optimization is used to solve optimization problems. Similar to the genetic 



algorithm (GA), the Particle swarm optimization performs a search using the population 

(swarm) of the individual (particles) to be updated from the iteration. Particle swarm 

optimization has several parameters such as position, speed, maximum speed, 

acceleration constant, and inertia weight[11].  

 

Particle swarm optimization has more or better performance-search comparison for 

many optimization problems with faster and higher convergence rates more stable. To 

find the optimal solution, each particle moves towards its previous best pos ition and 

the best position globally. For example, the ith particle is expressed as: xi = (xi1, xi2, .... 

xid) in the d-dimensional space.  

 

Th e previous best position of the ith particles is stored and expr essed as pbesti = 

(pbesti, 1, pbesti, 2, ... pbesti, d). The best particle index among all the particles in the 

group herd is expressed as gbestd. Particle velocity is expressed as: vi = (vi, 1, vi, 2, .... vi, 

d). Modification of particle velocity and position can be calculated using the current v 

elocity and pbesti distance, gbestd as shown in the following equation[26]: vi,d = w * 

vi,d + c1 * R * (pbesti,d - xi,d) + c2 * R * (gbestd – xi,d) (6) xid = xi,d + vi,d (7) Where: Vi, 

d = speed of the i-th particles in the i-iteration w = Inertial weight factor c1, c2 = 

acceleration constants (learning rate) R = Random number (0-1) Xi, d = current position 

of the ith particle in the i-iteration pbesti = Best previous position of the i-particles 

gbesti = best particle among all the particles in one group or population n = Number of 

particles in the group d = Dimension The 6th International Conference on Cyber and IT 
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Equation (6) calculates the new velocity for each particle (potential solution) based on 

the previous velocity (Vi, m), the location of the particle where the best fitness value has 

been achieved (pbest), and the global population location (gbest for global version, 

lbest for local ve rsion ) or local neighborhood on localized algorithm where the best 

fitness value has been reached. Equation (7) renews the position of each particle in the 

solution space. Two random nu mbers c1 and c2 are self- generated.  

 

The heavy use of w inertia has provided increased performance in a number of 

applications. The result of particle counting is particle velocity between intervals [0,1] 

[26]. 3.3 Confusion Matrix Confusion matrix provides the decisions obtained in traning 

and testing, confusion matrix provides an assessment of classification performance by 

object correctly or wrongly[12]. Confusion matrix contains actual information (actual) 

and predicted (predicted) on the classification system.  

 

The following table explanation about conusion matrix. TABLE I Confusion Matrix [12] 

Classification Predicted Class Observed Class Class = Yes Class = No Class = Yes A (True 

Positif- tp) B (False negatif- fn) Class = No C (False positif- fp) D (true negative–tn) 



Information: True Positive (tp) = positive proportion in the data set that is classified 

positively True Negative (tn) = negative proportion in the data set that is classified 

negative False Positive (fp) = negative proportion in potentially classified data sets 

FalseNegative (fn) = negative proportions in data sets that are classified negatively Here 

is the equation of confusion matrix model: a.  

 

accuracy value (acc) is th e proportion of the correct number of predictions. Can be 

calculated using the equation: b. Sensitivity is used to compare the proportion of tp to 

positive tuples, which is calculated using the equation: c. Specificity is used to comp are 

the proportion of tn to negative tuples, which is calculated using the equation: d.  

 

PPV (positive predictive value) is the proportion of cases with a positive diagnosis, 

calculated using the equation: e. NPV (negative predictive value) is the proportion of 

cases with a negative diagnosis, calculated using the equation: 3.4 ROC Curve ROC 

Curve (Receiver Operating Characteristic) is another way to evaluate the accuracy of the 

classification visually [1].  

 

An ROC graph is a two-dimensional plot with a false positive proportion (fp) on the X 

axis and a true positive proportion (tp) on the Y axis. Point (0.1 ) is a perfect classification 

of all positive and negative cases [Bruce, 2016] . The false positive value is none (fp = 0) 

and the true positive value is high (tp = 1).  

 

Point (0,0) is a classification that predicts each case to be negative {-1}, and point (1,1) is 

a classification that predicts each case to be positive {1 }. The ROC graph illustrates the 

trade-off between benefits ('true positives') and cost ('false positives'). Here are two 

types of curve ROC (discrete and continuous). Fig. 2. ROC Grafix (discrete dan continous) 

[4] In Figure 2, the diagonal line divides the ROC space, ie: 1.  

 

(a) points above the diagonal line are the result of good classification. 2. (b) the point 

below the diagonal line is a poor classification result. It can be concluded that, one point 

on the ROC curve is better than the other if the direction of the transverse line from the 

lower left to the top right in the graph. Accuracy rates can be diagnosed as follows [4]: 

Accuracy 0.90 - 1.00 = Excellent classification Accuracy 0.80 - 0.90 = Good classification 

Accuracy 0.70 - 0.80 = Fair classification Accuracy 0.60 - 0.70 = Poor classification 

Accuracy 0.50 - 0.60 = Failure III. IMPLEMENTATION AND RESULTS 3.1  

 

Neural Network Method Neural network algorithm is an algorithm for supervised 

training and is designed for operations on multilapis feed forward. The neural network 

algorithm can be described as follows: when the network is given an input pattern as a 

training pattern then the pattern goes to the units in the hidden layer to be forwarded 



to the outermost layer units. The best results in the experiment is with accuracy 

produced by 98.50 and AUCnya 0.982.  

 

From the best The 6th International Conference on Cyber and IT Service Management 
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the neural network architecture by generating six hiddden layers with seven input layer 

attributes and two output layers. Picture of neural network architecture shown in Figure 

3 below: Fig. 3. Neural Network Architecture 3.2  

 

PSO-based Neural Network Method Particle Swarm Optimization has more or more 

superior performance search for more optimization problems with faster and more 

stable convergence rates. To find the optimal solution, each particle moves towards its 

previous best position and the best position globally. The best results in the experiment 

above is with accuracy produced by 98.85 and AUCnya 0.996. Next step is to select the 

attributes used are gender, no.  

 

sequence of political parties, legitimate vote of the party, number of seats, election area, 

no. sequential caleg, legitimate voice caleg and 1 attribute as label that is result of 

election. From the experimental results by using the neural network algorithm based on 

particle swarm optimization obtained some attributes attributes that have an effect on 

the attribute weights: Juml. Acquired seats with weight of 0.143, no. sequential caleg 

with weight 0.344 and legitimate voice caleg with weight 1.  

 

Whereas other attributes such as: gender, party serial number, legitimate vote of party, 

election area and legitimate vote caleg no effect to attribute weight. From the best 

experiments above we get the neural network architecture by producing fifteen hiddden 

layers with two input layer attributes and two output layers. Picture of neural network 

architecture shown in Figure 4 below Fig. 4. PSO based neural network architecture 3.3  

 

Neural Network based Genetic Algorithm Neural network algorithm can be described as 

follows: when the network is given an input pattern as a training pattern then the 

pattern goes to the units in the hidden layer to be forwarded to the outermost layer 

units. While the genetic algorithm is a heuristic search algorithm based on the 

mechanism of biological evolution.  

 

The diversity in biological evolution is a variation of the chromosomes between 

individual organisms. This chromosome variation will affect the rate of reproduction and 

the level of the organism's ability to survive. Testing using genetic algorithm based 

neural network obtained accuracy value 96.56% with value and value of AUC is 0.925. 3.4  

 



Evaluation and Validation Analysis Model Fig. 5. Cross validation Test From the above 

test results, both evaluations using counfusion matrix and ROC curve proved that the 

results of algorithm-based neural network algorithm particle swarm optimization 

algorithm has a higher accuracy value than neural network algorithm and genetic 

algorithm.  

 

The accuracy value for the neural network algorithm model is 98.50%. The test using the 

particle swarm optimization neural network algorithm obtained accuracy value of 98.85 

and the accuracy value for Genetic Algorithm model based on 96.56%.  

 

While the evaluation using ROC curve so as to produce the value of AUC (Area Under 

Curve) for neural network algorithm model to produce the value of 0.982 with Excellent 

Classification diagnostic value, and the AUC curve The 6th International Conference on 
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7-9, 2018 for optimization testing with particle swarm optimization of 0.996 with the 

value of Excellent Classification diagnosis, while the optimization algorithm genetics 

yields a value of 0.925 with an Excellent Classification diagnostic value. IV.  

 

CONCLUSION Based on experimental results conducted from the optimization analysis 

of neural network algorithm model and optimization with particle swarm optimization 

algorithm and genetic algorithm. The resulting model is tested to get accuracy, 

precision, recall and AUC value of each algorithm so that the test obtained by using 

neural network obtained accuracy value is 98.50% with precision value 91.20% and the 

value of AUC is 0.982.  

 

then testing by using the neural network algorithm based on particle swarm 

optimization to get accuracy value generated equal to 98.85 and AUC curve equal to 

0.996. while testing by using genetic algorithm based neural network obtained accuracy 

value 96.56% with 91.28% precision value and the value of AUC is 0.925. it can be 

concluded that the testing of Jakarta legislative election model using neural network 

based on particle swarm optimization has accurate value and AUC curv e better than the 

test using neural network algorithm based on genetic algorithm or just neural network 
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