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Abstract. The process of developing information systems in the industrial 4.0 era is a necessity
that needs to be done to follow even to maintain the existence of the company even to defeat
the competitor companies in the current digital era. Now many large companics can not
develop because they do not rely on good information technology in running their companies,
even small scale companies are able to develop and defeat large scale companies. System
analyst 15 a work to develop a company system that is able to maintain and improve the
company's progress towards its competitors, so the strong question is how to find out the
recruitment of system analysts in the selection process can be well known, so as to produce
human resources in the field of systems analysts really have competencies in accordance with
what is needed. A method that can be done is to do a combination of two methods lh,;an be
used to conduct a selection of reliable human resource recruitment, namely the Analytic
Hierarchy Process (AHP) and the Promethee elimination method. AHP can be used to measure
the weights of each criterion needed and Promethee Elimination can be used to determine the
highest selection weights to prioritize.

1. Introduction

The toughest challenge in the industry 4.0 era now is to defeat similar competitors, large companies
are not a problem now but companies that are able to handle the technological needs to rule the world
[1]. In the current digitalization era, it is very much needed to master technology that is capable of
processing data into digital form, digital industry is very capable of breaking into the world market in
introducing and marketing its products in digital form [2]. The communication media that are widely
used by everyone is in the digital form. Many users use digital or electronic technology to market all
forms of their products [3]. Based on this view, the problem that can be raised is the need for superior
human resources [4] in the era of digitalization and able to handle all forms of electronic data
processing to digitalization form [2]. The needs of users in the era of digitizing industry are certainly
none other than system analysts . So how is the right way to choose human resources for the needs of




system analysts in each company to do the recruitment process [5] . Of course there are methods that
can be used to pass the recruitment process [4].

There are methods that can be used to pass the recruitment process to the needs of human i@kources
such as the sclection of systems analysts namely the collaboration method known as the Analytic
Hierarchy Process (AHP) method [6].[7], and the Promethee Elimination method [8],[9]. Both of these
methods can be used to conduct a selectioffrocess on the needs of human resources such as the needs
of system analysts . The work process of the AHP method is to assign ranking weights related to the
needs of the criteria used in the selection process [l0], [11], while the method of preliminary
climination is used [12] to carry out the selection process for a number of alternatives which are the
focus of the selection processgl#l3] . The seven criteria used as a measurement barometer are:
Description of Abstract (DA), Conceptual Design (CD), Logical Data Model (LM), Physical Data
Model (PM), Speed Coding (SC), Cyclomatic Complexity (CC), and Matrices Testing (MT), for the
SC criteria provides a picture of the inverse assessment with the other six criteria, because this
criterion is the smallest assessment as the best assessment, so that the normalization process uses the
second concept to determine the index preference [14].[15].

The results of the index preferences after being developed from a normalized dataset develop [16]
into as many as 506 data records as preference indexes which will be arranged into a two-dimensional

atrices, according to the layout of the data in preference. Thus, it will be able @ determine the value
of leaving flow, entering flow and net flow [16], [17] that are part of the task of the Promethee method
to determine the ranking of the selection process for a number of selected system analyst and those
affected by elimination .

2. Methods
In this section, I will explain several methods that can be used to conduct a selection process on the
needs of human resources in the form of system analysts.

2.1 Analytic Hierarchy Process(AHP)

Each measurement of any problem certainly requires parameters as a measurement tool and the
parameters used as a measurement tool are usually numerous and varied. The number of parameters
will increase the level of difficulty in carrying out the i asurement process, so that the right method is
needed and can be used easily to solve the problem. lytic Hierarchy Process (AHP) is one of the
methods used to conduct the selection process for a number of measurement parameters [18],[19].
AP is able to determine the weighting of importance between each of the multi-parameter
measurements [20].

The working principle of the AHP is to rank numerical numbers of each criterion, in this case the
criteria contain the same meaning as a number of parameters used as a measuring instrument
barometer. The data used as a measurement is sourced from a questionnaire method which is
compared between criteria one with other criteria, the data is processed using the geometric mean
method which is ready to be converted into the AHP scale [6][21]and entered into the form of
pairwise matrices adjusted to the order of matrices. Pairwise matri that have been formed are
processed iteratively to determine the optimal eigenvector value [11]. Eigenvector value is said to be
optimal meaning that there is no difference between the final eigenvector acquisition calculation with
the previous eigenvector acquisition [22].

After obtaining the optimal eigenvector results then determine the amount of consistency.
consistency can be used to determine decision support as measured by the acquisition value of
consistency ratio (CR) [11],[20], the amount of which must be less than ten percent. This means that
the decision is acceptable, if the opposite results are rejected. Each comparison value carried out must
meet the same rules for the entire number of comparisons made. To determine the number of
comparisons. it can be done by using (1) which will be related to the use of the random index value
(RI) which can be seen in (Table-1). The RI table is a reference for determining the decisions of each
comparison used both at the criteria and alternative levels, if this AHP method is used as a whole. In




this case the use of the AHP method is not used as a whole, but only limited to the determination of
eigenvector level criteria, because the next process is delegated with the method of preliminary
elimination which is evidence of collaboration between the two methods [23].
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Variahle € represents the number of comparisons to be used. while the variable n represents the

number of orders and is closely related to usage RI Table. So that the decision can be determined from
the amount of the consistency ratio (CR) listed in (2).

Table 1. Random Index

Ordo 1 2 3 4 5 6 7 8 9 10
RI 0.00 0.00 058 0.20 11 124 132 141 143 148
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While the consistency index CI is obtained based on (3).
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The preparation of pairwise matrices generally meets the rules of using the number of orders M,
with data elements X, gy that are used both for altemative criteria and eriteria , if AHP application is
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2.2. Promethee
The selection process for human resources such as system analysts uses the Promethee elimination
method [12], where the dataset obtained must be normalized first. Normalization process carried out
has two data measurement references [24].[16], meaning that there is data that has the largest value is
the best, if so then using (5) to do the normalization process and there is data with the smallest
meaning to have the best value, if like this then do the normalization process uses (6), so the
determination of dataset values is somewhat more complicated than usual because the data processed
contains two different meanings.
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From the nermalization process to the listed dataset, then determine the index preference for
normalization data by comparing according to the location of the data preference [25)], where data less
than zero, will be eliminated, while data more than zero will be processed into the calculation of the
method of Promethee elimination which is multiplied by the weight of cach criterion used as a
parameter [26]. The value obtained will automatically occupy the position of the matrices element. So
that the final process of determining the leaving tlow, entering flow and net flow can be done casily to




determine the ranking of the process of selecting anally until the system is eliminated by the method of
method.

To determine the amount of leaving flow values drawn from the two-dimensional matrices, we
can use (7), while to determine the value of entering flow using (8). Whereas (7) and (8) illustrate that
biased data cannot be taken as a whole conclusion, thus it takes one more stage to unify it, namely
determining the amount of net flow value as a process that can be used to determine decision support
that can be used through (9 ).
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The deceision to be taken must reach stage (9) which has made one between the decisions separate
from (7) and (8), this means that the decision can be made from a number of alternatives glhis context
applies to the selection of system analysts and finally it can be proven that there is collaboration
between two methods, namely AHP and Promethee ¢limination and can be used as a reference in the
decision support process at the manager level.

3. Implementation and Result

Starting with the results of data collection from instrumentation in the form of questionnaires
addressed to approximately two hundred and fifty-seven respondents as sampling representing data,
through questionnaire filling with a convenient sampling deployment technique and then ready o be
accumulated, the data acquisition is processed with three stages of scale conversion that are starting
from the arithmetic scale conversion to the geometric mean scale and conversion to the AHP scale and
formed into pairwise matrices that are ready to be processed by the multi-criteria decision making
(MCDM) iteration method with five times the iteration process. Design the case hierarchy model as
shown in (Figure 1) as a research aid to determine the amount of eigenvector values that will be used
at the elimination process stage by the mefllod of methodology.

Pairwise matrices obtained from the results of the process can be seen in (Table 4). The iteration
process that occurs in the pairwise matrices criteria, through the five stages of the iteration process
with the decision result is acceptable, meaning that the calculation process using the mathematical
algebra matrices method can be recognized for accuracy. Thus the next analysis process with the
method of Promethd® elimination can be continued, because it meets the standard rules of the AHP
method by knowing A max, consistency index (CI), and consistency ratio (CR).
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Figure 1. Hierarchy modeling the selection of system analyst.
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Tabel 4. Eigenvector using algebra matrices Describing of Abstract

20 I
Critei DA (D LD P (P CC M Fir Conaphuni Sesign 2
Abmact Depiction (AD) 1000 4000 2700 2300 35000 5600 3800 0368 1 Hodel 155
CoscepulDesgn(CD) 0250 1000 2230 2100 4230 439 4950 o021z PhskalData Model A
LogcaDaaModd(LD) 0370 0445 1000 1240 33%0 45Q 4g0 (iss  SeeedCoddng o« N
PhscaDiaModelPD) 0435 0476 0806 1000 1130 233 3480  0IN Cychomatic Complexity |
CoddnpProgram [CP) 0200 0236 0299 D813 1000 1280 300 0074 Hatrices Testing 26 Il
Cydomatic Complxity (CC) 0173 0230 0219 0429 0446 1000 1230 0043 Inconsstency - 0.04
Marices Logeal (L) 0172 0203 0214 0290 032 082 1000 0036 with 0 missing judgments.
Resub dmay= 7349 Cl= 0058 RI= 00 (Acceptabls) Figure 2. Eigenvector using an expert choice.

The results of testing the eigenvector values in (Table 4), after testing using the expert choice
application software give the same value to the eigenvector acquisition, pay attention (Figure 2),
where the eigenvector values that can be with two different methods give the same value [27]. Based
on the acquisition of the assessment dataset used as a source of research consists of seven criteria with
twenty-three alternatives that havi erent meanings of interpretation of the use of the weighting of a
number of criteria, meaning that there are criteria that contain the greatest value is the best (HB),
conversely there are also criteria that contain the meaning of the smallest value is the best one (LB), so
this must be understood more deeply, especially at the stage of the mathematical cali:-'ion process
that is applied. The basic assessment dataset obtained from the data collection process can be seen in
(Table 2), while the results of normalization using (5) and (6) arc data that have been normalized and
can be immediately processed by the method of Promethee elimination, pay attention (Table 3). so that
in the end it will form a preference index of matrices with a totglh of twenty-three orders with a total of
506 (five hundred and six) data matrices element items. The results of the element matrices can be
seen in (Table 4).
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The value of the matrices preference index element has gone through a process of elimination in
the comparison phase that has been operated with each weighting scale of each criterion. The
elimination step will then be sorted by the amount of each row and column matrices. For each row
matrices preference index is called leaving flow (7) and for cach column of matrices preference index
is called entering flow (8), both of which are called Promethee 1 stages where the decision-making
conditions are not perfect to do, because their conditions each weight is still in a separate state. For
that we must unite the weights of the two by carrying out the process of accumulation between the two
weights. This accumulation process is called the unification of element matrices, known as net flow
(9), this process is known as the Promethe II [28]. Thus the decision support can be applied by
determining the priorities of each alternative which is the selection process.

4. Conclusion

The optimal selection process for system analysis can be carried out by a combination of two method,
Analytic Hierarchy Process and Promethee elimination methods. The results obtained from the
collaboration process of the two methods can be used as support for decision making with the
tollowing provisions ranked first from the largest weighting 2.21 for SAO8, weight 0.14 for SA(6,
weight 0.5 for SA09, weight 0.04 for SA04 and SAI12, and weight 0.03 for SAO7 and SA13, the
remaining 15 system analysts wh@lo not gain weight are themselves eliminated. Thus it can be said,
that the colobaration of both the Analytic Hierarchy Process method and the Promethee elimination
method can be used as areference as an accurate and optimal selection process in decision support.

References

[1] G. Veena, “"Awarcness and Use of Open Access Electronic Information Resources By
University Students : a Study,” Int. J. Digit. Libr. Serv., vol. 6, no. 1, pp. 113-120,2016.

[2]  D. Yadav, “Opportunities and challenges in creating digital archives and preservation: An
overview,” Int. J. Digit. Libr. Serv. IJODLS | Geetanjali Res. Publ., vol. 63, no. 2, pp. 63—73,
2016.

[3] S. Kumari and T. Y. Mallaiah, “Digital Information Literacy Skills Among Faculty Members
of Engineering Colleges in Manalore, Karnataka: a Study.” Int. J. Digit. Libr. Serv. IJODLS |
Geetanjali Res. Publ., vol. 7, no. 1, pp. 28-37, 2017.

[4] A Vongsavanh and B, Campbell, “The roles and skill sets of systems vs business analysts,”
ACIS 2008 Proc. - 19th Australas. Conf. Inf. Syst., no. Stevens 2003, pp. 1059-1068, 2008.

[5] E. Karanja, D. M. Grant, S. Freeman, and D. Anyiwo, “Entry level systems analysts: What
does the industry want,” Informing Sei., vol. 19, no. 1, pp. 141-160,2016.

[6] R.V.Vargas, “Using The Analytic Hierarchy Process (AHP) To Select And Prioritize Projects
In A Portofolio,” PMI Glob. Congr., vol. 32, no. 3, pp. 1-22, 2010.

[7] B. Mareschal and Y. De Smet, “Multicriteria decision aided system for ranking industrial
zones,” [EEE Int. Conf. Ind. Eng. Eng. Manag., no. 2, pp. 1646-1649, 2009,

[8] R. V. RAQ, “Software Selection in Manufacturing Industries Using a Fuzzy Multiple Criteria.
Decision Making Method, PROMETHEE,” Intell. Inf. Manag., vol. 01, no. 03, pp. 159165,
2009.

[9] Brans JP and Vincke Ph, “A Preference Ranking Organisation Method: (The Promethee
Method for Multiple Criteria Decision-Making),” .J. Chem. Inf Model., vol. 31, no. 6. pp. 647
656. 1985,

[10] R.M. Jones, “Algebraic Structures of Mathematical Foundations,” Open J. Philos., vol. 08, no.
04, pp. 401-407. 2018.

[11] Y. Y. Guh, K. R. Loy, and R. W. Po, "An additive scale mode! for the analytic hierarchy
process,” Int. J. Inf. Manag. Sci., vol. 20, no. 1, pp. 71 88, 2000,

[12] W. De Keyser and P. Peeters, “A note on the use of PROMETHEE multicriteria methods,”
Eur. J. Oper. Res., vol. 89, no. 3, pp. 457-461, 1996.

[13] M. P. Moreira, C. J. Dupont, and M. M. B. R. Vellasco, “PROMETHEE and fuzzy




[14]
[15]

[16]

[17]
[18]
[19]
[20]

[21]

[22]
(23]
[24]

[25]

[26]

[27]

[28]

PROMETHEE multicriteria methods for ranking equipment failure modes,” 2009 15th Int.
Conf. Intell. Syst Appl. to Power Syst. ISAP "(19, 20009,

Z. Sun and M. Han, “Multi-criteria decision making based on PROMETHEE method,” 2010
Int. Conf. Comput. Control Ind. Eng. CCIE 2010, vol. 1, pp. 416-418, 2010,

A. V. Christian, Y. Zhang. and C. Salifou, “Application of PROMETHEE-GAIA Method in
the Entry Mode Selection Process in International Market Expansion,” Open J. Bus. Manag.,
vol. 04, no. 02, pp. 238-250, 2016.

S. Ghazinoory, M. Daneshmand-Mehr, and A. Azadegan, “Technology selection: Application
of the PROMETHEE in determining preferences - A real case of nanotechnology in Iran,” J.
Oper. Res. Soc., vol. 64, no. 6, pp. 884-897, 2013.

Y. De Smet, “About the computation of robust PROMETHEE II rankings: Empirical
evidence,” IEEE Int. Conf. Ind. Eng. Eng. Manag., vol, 2016-Decem, pp. 1116-1120, 2016,

T. L. Saaty, L. G. Vargas, and R. Whitaker, “Addressing With Brevity Criticisms of the
Analytic Hierarchy Process,” Int. J. Anal. Hierarchy Process, vol. 1, no. 2, pp. 121134, 2009.
S. Chupiphon and P. Janjira, “Compariosn Of MCDM Methods For Intercrop Selection In
Rubber Plantations Chutiphon,” J. ICT, vol. 1, no. 1, pp. 165-182, 2016.

M. Brunelli, A. Critch, and M. Fedrizzi, “A note on the proportionality between some
consistency indices in the AHP,” Appl. Math. Comput., vol. 219, no. 14, pp. 7901-7906, 2013.
S. G. Kamble, K. Vadirajacharya, and U. V. Patil, “Decision making in distribution system
using improved AHP-PROMETHEE method,” Proc. Int. Conf. Comput. Methodol. Commun.
ICCMC 2017, vol. 2018-Janua, no. [ccme, pp. 279-283, 2018.

Thomas L. Saaty, “How to make a decision: The Analytic Hierarchy Process,” European
Journal of Operational Research, vol. 48. pp. 9-26, 1990.

J. Peterkovd and J. Franek, *“Decision Making Support for Managers In Innovation
Management: a PROMETHEE approach,” Int. J. Innov., vol. 6, no. 3, pp. 256-274, 2018.

S. R. Maity and S. Chakraborty, “Tool steel material selection using PROMETHEE II
method,” Int. J. Adv. Manuf. Technol., vol. 78 no. 9-12, pp. 15371547, 2015.

M. Aan, A. Putera, U. Siahaan, U. Pembangunan, and P. Budi, “Best Student Selection Using
Extended Promethee II Method,” Int. J. Recent Trends Eng. Res., vol. 3, no. 8, pp. 21-29,
2017.

K. Kaur and H. Singh, "PROMETHEE based component evaluation and selection for
Component Based Software Engineering,” Proc. 2044 IEEE Int. Conf. Adv. Commun. Control
Comput. Technol. ICACCCT 2014, no. 97, pp. 1421-1425, 2015,

L. Wei, Z. Yuan, Y. Yan, J. Hou, and T. Qin, “Evaluation of energy saving and emission
reduction effect in thermal power plants based on entropy weight and PROMETHEE method,”
Proc. 28th Chinese Control Decis. Conf. CCDC 2016, pp. 143—146, 2016.

B. Mareschal, Y. De Smet, and P. Nemery, "Rank reversal in the PROMETHEE Il method:
Some new results,” 2008 IEEE Int. Conf. Ind. Eng. Eng. Manag. IEEM 2008, vol. 2, no. 2, pp.
959963, 2008.




Decision Support for Selection of System Analyst in Industry 4.0
Generation Era Using: MCDM-AHP And Promethee Elimination
Methods

ORIGINALITY REPORT

10. 3. 8-, 30,

SIMILARITY INDEX INTERNET SOURCES  PUBLICATIONS STUDENT PAPERS

PRIMARY SOURCES

Akmaludin Akmaludin, Tri Hartati, Heru 3cy
Purwanto, Toni Sukendar, Fitri Latifah, Laila °
Septiana. "The Best Selection of Programmers

in Generation 4.0 Using AHP and ELECTRE

Elimination Methods", Journal of Physics:

Conference Series, 2020

Publication

1

www.journaliji.org 1 o
(0]

Internet Source

K Sigit, A P Dewi, G Windu, Nurmalasari, T 1 o
Muhamad, N Kadinar. "Comparison Of °
Classification Methods On Sentiment Analysis
Of Political Figure Electability Based On Public
Comments On Online News Media Sites", |IOP
Conference Series: Materials Science and
Engineering, 2019

Publication

"Computing, Communication and Signal
| | | %
Processing", Springer Nature America, Inc,



2019

Publication

Masna Wati, Bambang Cahyono, Muhammad
Bambang Firdaus. "Evaluation of Poverty
Society for Social Assistance Recipients using
PROMETHEE Method Based on Entropy
Weight", 2018 2nd East Indonesia Conference
on Computer and Information Technology
(EIConCIT), 2018

Publication

1o

Akmaludin, SW Sulistianto, Adjat Sudradjat,
Santoso Setiawan, Hendra Supendar, Yopi
Handrianto, Rusdiansyah, Tuslaela.
"Comparison of Job Position Based Promotion
Using: VIKOR, ELECTRE And Promethee
Method", 2018 Third International Conference
on Informatics and Computing (ICIC), 2018

Publication

<1%

Céline Gicquel, Jiangiang Cheng. "A joint
chance-constrained programming approach for
the single-item capacitated lot-sizing problem
with stochastic demand", Annals of Operations
Research, 2017

Publication

<1%

professorforman.com

Internet Source

<1%

www.iafss.org



Internet Source

<19
|. Polovodova Asteman, K. Nordberg, H. L. <1 o
Filipsson. "The Little Ice Age: evidence from a °
sediment record in Gullmar Fjord, Swedish west
coast", Biogeosciences Discussions, 2012
Publication
Firmansyah, Mochamad Wahyudi, Rachmat Adi <1 o
Purnama, Lise Pujiastuti. "Performance Analysis °
of Routing Enhanced Interior Gateway Routing
Protocol Load Balancing for IPv6", 2019 Fourth
International Conference on Informatics and
Computing (ICIC), 2019
Publication
Submitted to Universitas Siswa Bangsa <1 o
Internasional °
Student Paper
hal.archives-ouvertes.fr
Internet Source <1 %
"Multiple Criteria Decision Analysis", Springer <1 o
Science and Business Media LLC, 2016 °
Publication
es.scribd.com
Internet Source <1 %
www.tandfonline.com
Internet Source <1 %




Exclude quotes On Exclude matches Off

Exclude bibliography On



Decision Support for Selection of
System Analyst in Industry 4.0
Generation Era Using: MCDM-

AHP And Promethee Elimination

Methods

by Akmaludin Akmaludin

Submission date: 19-Apr-2020 04:08PM (UTC+0700)
Submission ID: 1301416748

File name: Artikel_Check_Plagiat-Akm.docx (290.54K)
Word count: 3359

Character count: 17270



Decision Support for Selection of System Analyst in Industry
4.0 Generation Era Using: MCDM-AHP And Promethee
Elimination Methods

Akmaludin

'Information gyslem Ddfkrtment. STMIK Nusa Mandiri, Jakarta, Indonesia.

¥ Technical Information Department, STMIK Nusa Mandiri Jakarta, Indonesia.

* Information System Department, Faculty of Information System of Universitas Bina

_Sarana Informatika Jakarta, Indonesia.

" Information System Department, Faculty of Information Technology of Universitas
Bina Sarana Informatika Jakarta, Indonesia.

*akmaludin.akm@nusamandiri.ac.id

Abstract. The process of developing information systems in the industrial 4.0 era is a necessity
that needs to be done to follow even to maintain the existence of the company even to defeat
the competitor companies in the current digital era. Now many large companics can not
develop because they do not rely on good information technology in running their companies,
even small scale companies are able to develop and defeat large scale companies. System
analyst 15 a work to develop a company system that is able to maintain and improve the
company's progress towards its competitors, so the strong question is how to find out the
recruitment of system analysts in the selection process can be well known, so as to produce
human resources in the field of systems analysts really have competencies in accordance with
what is needed. A method that can be done is to do a combination of two methods lh?;an be
used to conduct a selection of reliable human resource recruitment, namely the Analytic
Hierarchy Process (AHP) and the Promethee elimination method. AHP can be used to measure
the weights of each criterion needed and Promethee Elimination can be used to determine the
highest selection weights to prioritize.

1. Introduction

The toughest challenge in the industry 4.0 era now is to defeat similar competitors, large companies
are not a problem now but companies that are able to handle the technological needs to rule the world
[1]. In the current digitalization era, it is very much needed to master technology that is capable of
processing data into digital form, digital industry is very capable of breaking into the world market in
introducing and marketing its products in digital form [2]. The communication media that are widely
used by everyone is in the digital form. Many users use digital or electronic technology to market all
forms of their products [3]. Based on this view, the problem that can be raised is the need for superior
human resources [4] in the era of digitalization and able to handle all forms of electronic data
processing to digitalization form [2]. The needs of users in the era of digitizing industry are certainly
none other than system analysts . So how is the right way to choose human resources for the needs of




system analysts in each company to do the recruitment process [5] . Of course there are methods that
can be used to pass the recruitment process [4].

There are methods that can be used to pass the recruitment process to the needs of human 1ggources
such as the sclection of systems analysts namely the collaboration method known as the Analytic
Hierarchy Process (AHP) method [6].[7], and the Promethee Elimination method [8],[9]. Both of these
methods can be used to conduct a selectioffirocess on the needs of human resources such as the needs
of system analysts . The work process of the AHP method is to assign ranking weights related to the
needs of the criteria used in the selection process [l0], [11], while the method of preliminary
climination is used [12] to carry out the selection process for a number of alternatives which are the
focus of the selection processgl#l3] . The seven criteria used as a measurement barometer are:
Description of Abstract (DA), Conceptual Design (CD), Logical Data Model (LM), Physical Data
Model (PM), Speed Coding (SC), Cyclomatic Complexity (CC), and Matrices Testing (MT), for the
SC criteria provides a picture of the inverse assessment with the other six criteria, because this
criterion is the smallest assessment as the best assessment, so that the normalization process uses the
second concept to determine the index preference [14].[15].

The results of the index preferences after being developed from a normalized dataset develop [16]
into as many as 506 data records as preference indexes which will be arranged into a two-dimensional

atrices, according to the layout of the data in preference. Thus, it will be able g8 determine the value
of leaving flow, entering flow and net flow [16], [17] that are part of the task of the Promethee method
to determine the ranking of the selection process for a number of selected system analyst and those
affected by elimination .

2. Methods
In this section, I will explain several methods that can be used to conduct a selection process on the
needs of human resources in the form of system analysts.

2.1 Analytic Hierarchy Process(AHP)

Each measurement of any problem certainly requires parameters as a measurement tool and the
parameters used as a measurement tool are usually numerous and varied. The number of parameters
will increase the level of difficulty in carrying out the i asurement process, so that the right method is
needed and can be used easily to solve the problem. lytic Hierarchy Process (AHP) is one of the
methods used to conduct the selection process for a number of measurement parameters [18],[19].
AP is able to determine the weighting of importance between each of the multi-parameter
measurements [20]. 14

The working principle of the AHP is to rank numerical numbers of each criterion, in this case the
criteria contain the same meaning as a number of parameters used as a measuring instrument
barometer. The data used as a measurement is sourced from a questionnaire method which is
compared between criteria one with other criteria, the data is processed using the geometric mean
method which is ready to be converted into the AHP scale [6][21]and entered into the form of
pairwise matrices adjusted to the order of matrices. Pairwise matri that have been formed are
processed iteratively to determine the optimal eigenvector value [11]. Eigenvector value is said to be
optimal meaning that there is no difference between the final eigenvector acquisition calculation with
the previous eigenvector acquisition [22].

After obtaining the optimal eigenvector results then determine the amount of consistency.
consistency can be used to determine decision support as measured by the acquisition value of
consistency ratio (CR) [11],[20], the amount of which must be less than ten percent. This means that
the decision is acceptable, if the opposite results are rejected. Each comparison value carried out must
meet the same rules for the entire number of comparisons made. To determine the number of
comparisons. it can be done by using (1) which will be related to the use of the random index value
(RI) which can be seen in (Table-1). The RI table is a reference for determining the decisions of each
comparison used both at the criteria and alternative levels, if this AHP method is used as a whole. In




this case the use of the AHP method is not used as a whole, but only limited to the determination of

eigenvector level criteria, because the next process is delegated with the method of preliminary

elimination which is evidence of collaboration between the two methods [23].
n-—1)

__mc[
b 2

(1)
Variable € represents the number of comparisons to be used, while the variable n represents the
number of orders and is closely related to usage RI Table. So that the decision can be determined from
the amount of the consistency ratio (CR) listed in (2).

Table 1. Random Index

Ordo 1 2 3 4 5 6 i 8 9 10
RI 0.00 0.00 038 0.50 112 124 132 141 143 148

_a
CR=g, @

While the consistency index CI is obtained based on (3).
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The preparation of pairwise matrices generally meets the rules of using the number of orders M, 4

with data elements X, oy that are used both for altemative criteria and criteria , if AHP application is

used in full, pay attention (4). 4]
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2.2. Promethee
The selection process for human resources such as system analysts uses the Promethee elimination
method [12], where the dataset obtained must be normalized first. Normalization process carried out
has two data measurement references [24].[16], meaning that there is data that has the largest value is
the best, if so then using (5) to do the normalization process and there is data with the smallest
meaning to have the best value, if like this then do the normalization process uses (6), so the
determination of dataset values is somewhat more complicated than usual because the data processed
contains two different meanings. [10]
)
Ban X )
s = JEATERG

Kan T Xy @)
From the normalization process to the listed dataset, then determine the index preference for
normalization data by comparing according to the location of the data preference [25], where data less
than zero, will be eliminated, while data more than zero will be processed into the calculation of the
method of Promethee elimination which is multiplied by the weight of each criterion used as a
parameter [26]. The value obtained will automatically occupy the position of the matrices element. So
that the final process of determining the leaving flow, entering flow and net flow can be done casily to




determine the ranking of the process of selecting anally until the system is eliminated by the method of
method.

To determine the amount of leaving flow values drawn from the two-dimensional matrices, we
can usc (7), while to determine the value of entering flow using (8). Whereas (7) and (8) illustrate that
biased data cannot be taken as a whole conclusion, thus it takes one more stage to unify it, namely
determining the amount of net flow value as a process that can be used to determine decision support
that can be used through (9 ).

1 w

* :ml?ﬂ (i) (7)
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The decision to be taken must reach stage (9) which has made one between the decisions separate
from (7) and (8), this means that the decision can be made from a number of alternatives ghis context
applies to the selection of system analysts and finally it can be proven that there is collaboration
between two methods, namely AHP and Promethee ¢limination and can be used as a reference in the
decision support process at the manager level.

3. Implementation and Result

Starting with the results of data collection from instrumentation in the form of questionnaires
addressed to approximately two hundred and fifty-seven respondents as sampling representing data,
through questionnaire filling with a convenient sampling deployment technique and then ready to be
accumulated, the data acquisition is processed with three stages of scale conversion that are starting
from the arithmetic scale conversion to the geometric mean scale and conversion to the AHP scale and
formed into pairwise matrices that are ready to be processed by the multi-criteria decision making
(MCDM) iteration method with five times the iteration process. Design the case hierarchy model as
shown in (Figure 1) as a research aid to determine the amount of eigenvector values that will be used
at the elimination process stage by them d of methodology.

Pairwise matrices obtained from the results of the process can be seen in (Table 4). The iteration
process that occurs in the pairwise matrices criteria, through the five stages of the iteration process
with the decision result is acceptable, meaning that the calculation process using the mathematical
algebra matrices method can be recognized for accuracy. Thus the next analysis process with the
method of Prometh@elimination can be continued, because it meets the standard rules of the AHP
method by knowing A max, consistency index (Cl), and consistency ratio (CR).

Goal: Thas Selection of System Analyst in Digitalization Industrial 4.0 Generation Fra
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Figure 1. Hierarchy modeling the selection of system analyst.




Tabel 4. Eigenvector using algebra matrices Describing of Abstract 2
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Abwan Depiction (AD) 1000 4000 2700 2300 5000 5600 581 0363 LooicalData Model 155 I
ConcepuaDesin(CD) 0250 1000 2280 2100 4230 430 4950 0217 Physkal Data Hodel A -
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Marices Logeal (ML) 0172 0203 0214 0290 032 082 1000 0036 with 0 missing judgments.
Rk’ s NP GRANSE R AL A Figure 2. Eigenvector using an expert choice.

The results of testing the eigenvector values in (Table 4), after testing using the expert choice
application software give the same value to the eigenvector acquisition, pay attention (Figure 2),
where the eigenvector values that can be with two different methods give the same value [27]. Based
on the acquisition of the assessment dataset used as a source of research consists of seven criteria with
twenty-three alternatives that havi erent meanings of interpretation of the use of the weighting of a
number of criteria, meaning that there are criteria that contain the greatest value is the best (HB),
conversely there are also criteria that contain the meaning of the smallest value is the best one (LB), so
this must be understood more deeply, especially at the stage of the mathematical calcﬂion process
that is applied. The basic assessment dataset obtained from the data collection process can be seen in
(Table 2), while the results of normalization using (5) and (6) arc data that have been normalized and
can be immediately processed by the method of Promethee elimination, pay attention (Table 3). so that
in the end it will form a preference index of matrices with a totgljof twenty-three orders with a total of
506 (five hundred and six) data matrices element items. The results of the element matrices can be
seen in (Table 4).
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The value of the matrices preference index element has gone through a process of elimination in
the comparison phase that has been operated with each weighting scale of each criterion. The
elimination step will then be sorted by the amount of each row and column matrices. For each row
matrices preference index is called leaving flow (7) and for cach column of matrices preference index
is called entering flow (8), both of which are called Promethee I stages where the decision-making
conditions are not perfect to do, because their conditions each weight is still in a separate state. For
that we must unite the weights of the two by carrying out the process of accumulation between the two
weights. This accumulation process is called the unification of element matrices, known as net flow
(9), this process is known as the Promethe II [28]. Thus the decision support can be applied by
determining the priorities of each alternative which is the selection process.

4. Conclusion

The optimal selection process for system analysts can be carried out by a combination of two method,
Analytic Hierarchy Process and Promethee elimination methods. The results obtained from the
collaboration process of the two methods can be used as support for decision making with the
following provisions ranked first from the largest weighting 2.21 for SA08, weight 0.14 for SA(6,
weight 0.5 for SA09, weight 0.04 for SA04 and SA12, and weight 0.03 for SAO7 and SAI3, the
remaining 15 system analysts whaju not gain weight are themselves eliminated. Thus it can be said,
that the colobaration of both the Analytic Hierarchy Process method and the Promethee elimination
method can be used as areference as an accurate and optimal selection process in decision support.
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