Gender Recognition - Check

by W navitas

Submission date: 30-Sep-2023 02:05PM (UTC+1000)
Submission ID: 2181144179

File name: 068_Wahyudi_cek.pdf (479.64K)

Word count: 4090

Character count: 21949



Gender Recognition Based on Face Image Using
Deep Learning Method

1" Mochamad Wahyudi
Departement of Computer Science,
Universitas Bina Sarana Informatika,
Jakarta, Indonesia
wahyudi@bsi.ac.id

4™ Mugi Raharjo
Departement of Informatics,
University Nusa Mandiri,
Jakarta, Indonesia
mugi.mou®@ nusamandiri.ac.id

Abstract— Gender recognition based on facial images is one
of the interesting applications in the field of image processing
and artificial intelligence. Deep Learning methods, particularly
artificial neural networks, have emerged as an effective tool for
extracting complex facial features and classifying gender with
high accuracy. This research outlines a study that aims to
develop an employee gender recognition system based on facial
images using Deep Learning methods. The method used in this
study proposes the inceptionV3 model as well as the OpenCV
and matplotlib libraries in Python in involving the collection of
facial image datasets covering different genders with a total of
1024 facial images, each with 40 attributes. This dataset was
used to train a deep artificial neural network to recognize
patterns and features that are unique to male and female
genders and validated. Furthermore, the artificial neural
network was tested with a dataset of never-before-seen facial
images to evaluate the performance of the system. The results
show that the InceptionV3 Deep Learning model has great
potential in gender recognition based on facial images. The
developed system was able to achieve a high level of accuracy in
classifying the gender of individuals from facial images with a
total accuracy of 94.8% against the test data, even in complex
situations such as variations in facial expressions and lighting.
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I. INTRODUCTION

Over time, facial image-based gender recognition is one of the
important applications in the field of image processing and
artificial intelligence. Technological advances in Deep
Learning methods have opened up new opportunities to
develop systems capable of automatically and accurately
identifying the gender of individuals using only facial images
that are included in biometric systems that utilize unique body
parts to distinguish one person from another [1]. Biometrics
comes from the Greek words bios, meaning life, and metron,
meaning measurement. Biometrics is a method of recognizing
people based on one or more unique physical or behavioral
characteristics [2]. Gender recognition technology has now
been widely used in various applications, including biological
data recognition, searching and indexing digital image and
video databases, and room security. Utilizing biological data,
such as voice, face, fingerprints, or eyes, can provide
information regarding the identification of each individual and
distinguish them from others. Among these physical
characteristics, the face is one of the most important
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differentiators of an individual's identity [3]. Biometric
systems have been used for identification and verification
purposes for a long time. These systems rely on a person's
physiological and behavioral characteristics to recognize or
prove their identity. Physiological characteristics include
physical traits such as facial recognition, fingerprints, iris
recognition, and hand geometry, while behaviors include
handwriting, voice recognition, and signature recognition [4].

In the context of human resource management, employe
gender recognition based on facial images can provide useful
information for workforce analysis and human resource
policies. Companies can use this system to monitor gender
comparisons in different departments, so as to identify gender
imbalances and take appropriate measures to encourage
diversity. On the other hand, in the field of security, gender
recognition systems based on facial images can be used to
identify individuals trying to access restricted areas or
sensitive data. There are a number of challenges that need to
be overcome in the development of a facial image-based
gender recognition system for employees. Some of these
challenges include:

¢ Variability in Facial Imagery: Facial images can vary
in many aspects, such as lighting, facial expression,
and viewing angle. The system must be able to cope
with these variations to get accurate results.

e Privacy Issues: The use of this technology must take
into account privacy issues and strict data policies.
Employee facial image processing should be done
with due regard to privacy rules.

e Accuracy: The accuracy rate in recognizing gender
should be very high, especially if the system is used
in the context of security or human resource policies.

¢  Gender Comparison: The system should be able to
recognize gender well, regardless of differences in
ethnicity, age, or physical features of individuals.
By understanding these challenges, further research and
development in gender recognition based on employee facial
images using Deep Learning methods is warranted.




II. MATERIAL AND METHODS

TABLEL

ATTRIBUTES OF EACH FACE IMAGES

A. Research Method No. Attribute No. Attribute
This study uses Deep Learning methods with a model built 1 Men 21 Oval Face
from Incepli()mﬁ to perform gender recognition based on 2 Women n Pale Face
employee facial images. The method proposed in this study 5 _
can be described as shown in Figure 1. ! Bald 3 Mouth slightly open
4 Bangs 24 Smile
Data Collection of Employee Facial Images || 5 Brown Hair 25 Bearded
6 Black Hair 26 Mustache
7 Gray Hair 27 Bearded
Data Splitting of Employee Facial Images -
R Blonde Hair 28 Glasses
Data Training Data Validati Data T
aning || Data on_| et ) Straight hair % Wearing a Hat
10 Curls 30 Wearng Lipstick
i B 11 Curved Eyebrows 31 Wearing a Necklace
Data Processing of Employee Facial Images
12 Thick Eyebrows 32 Wearing a Tie
Converting H Resize || Aungmentation
13 Slanted eyes 33 Wearing Earrings
14 Bags of Eyes 34 Heavy makeup
. igs 15 Bi 5 35 Weari Veil
Build The Model Gender Recognition g nose caringa vet
Model InceptionV3 | 16 Long nose 36 0Old
17 Big lips 37 Young
18 Double chin 38 Fat
Result |I 19 High cheek bones 39 Interesting
20 Cheek redness 40 Opaque

Fig. 1. Research Method.
B. Dataset

Face recognition is a personal identification system that
uses a person's facial characteristics [5] . In this study, the
dataset used in gender recognition is obtained from
GENFACEES [6]. This dataset is a collection of facial
attribute data with a total of 1024 employee images, each with
40 annotation attributes, the attribute label for each image "1"
represents positive while "-1" represents negative [7]. The
images in this dataset include a variety of female and male
employee face images as well as a wide variety of poses and
backgrounds. There are however more images of the Female
gender than the Male gender in the data set. This gave us some
insight into the need to balance the data in the next step. The
following example of the employee face image used can be
seen in Figure 2.

382.jpg

Fig.2. Example Image of GENFACESS Dataset
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The following is a Table 1 of attribute labels from each face
image totaling 40 attributes which can be seen in table 1, as
for the attribute value of each face image, namely 1
"represents positive while "-1" represents negative [7].

C. Splitting Data

In this study, we need to balance the number of images in
each category (e.g., gender) so that the model is not biased
toward a particular category. To accomplish this, the dataset
is divided into three sets. Training data, validation data, and
test data. The number of images in each set is determined
based on model run time and dataset size.

The training set is used to train the model on the data set, the
validation set is used to tune the model's hyperparameters to
prevent overfitting, and the test set is used to check the
model's performance on unseen data. used for evaluation.
The data set is randomly partitioned into these sets so that the
model generalizes well to new data. Balancing the number of
images in each category and using well-designed dataset
partitioning can improve model performance and avoid bias
toward specific categories [8]. In addition, the uniform image
size can also facilitate the recognition stage. Next, enter the
data distribution which can be seen in Table 2.

TABLE II. SPLITTING DATA

Image Id Data

1- 820 Training
821 -922 Testing
923 - 1024 Validation




Based on Table 2, the training and validation data is used
in the process of training, tuning, and evaluating the model
while the test data is used to test the performance of the
training model. After obtaining an image with a uniform size
and distribution of image data, then enter the classification
stage.

D. Pre-Processing

Preprocessing is the initial stage of image data processing
that aims to prepare the data to be processed by the model [9],
which is an important step in improving image quality by
reducing noise and enhancing relevant features, ultimately
resulting in better model performance. Proper pre-processing
can make the desired features in the image more prominent,
which is essential for accurate classification. Before
classification, a pre-processing analysis of the input data is
performed to ensure the data is suitable for the model [10]. In
the pre-processing of this study, the following are some steps
to ensure that the input data is standardized and has enough
variation to help the model generalize well to new data.

+  Converting

Color image can be known from its constituent
components, namely Red-Green-Blue. The basic colors of
RGB are Red, Green, and Blue, each of which states the
maximum value of its composition of 255. For example, if the
color is red, then the matrix is [255 0 0], and so on. as well as
for green and blue colors, respectively [0 255 0] and [0 0 255].
The RGB color standard is widely applied in image
processing, but in OpenCV it is slightly different, namely
Blue- Green- Red (BGR) to separate objects/subjects from
their backgrounds [11] and aims to provide more color
information to the image [12].

s  Resize

Adjusting image dimensions refers to the steps to change
the width and height of an image. This process is of high
significance as the image may have various dimensions and
if the dimensions are too large, it may interfere with the
performance of the system during the subsequent processing
stages [13]. The GENFACEES dataset has a variety of image
dimensions, the step of changing the dimensions to 178 x 218
pixels is performed to ensure that all images have a uniform
size, so that dimensional differences that may hinder system
performance can be minimized [14].

*  Augmentation

Enhancement is a process of processing image data,
enhancement is the process of changing or editing an image
in such a way that the computer detects the changed image as
a different image, but humans can still know that the edited
image is the same [15]. In training deep learning models,
Augmentation helps to improve the collection of images,
especially when there is a lack of sufficient image data. This
technique is essential for achieving better testing accuracy
and generating balanced data. Therefore, image data
augmentation is an important step in the training process [16].
At this stage, image data augmentation is performed, as the
original data is generated from the aggregated image data.
The techniques implemented on image data include Rotation,
Shift, Zoom, and Flipping. The following example of a face
image that has been aggregated can be seen in Figure 3.

&

Fig.3. Example of Augmented Image

E. Deep Learning Models

Deep learning is a field of machine learning based on
artificial neural networks (JST) [17]. With the rapid
development of deep learning innovations and improvements
in computing power, deep learning has become widely used
in the field of image classification [12]. In common, profound
learning strategies frequently contain numerous trainable
parameters and require a huge number of labeled tests to
realize ideal execution, particularly convolutional neural
organize (CNN) investigation [6].

The CNN show was to begin with created beneath the title
NeoCognitron by Kunihiko Fukushima, a analyst from NHK
Broadcasting Science Inquire about Research facilities,
Kinuta, Setagaya, Tokyo, Japan [18]. The CNN Architecture
model used in this research is the Inceptionv3 architecture
model which uses several filters in its convolutional layer and
this architecture is a model of a deep convolutional network
developed by Google to follow the ILSRVC (ImageNet Large
Visual Recognition Challenge) in 2012 [19], which can be
seen in Figure 4.

Output
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Fig.4. InceptionV3 Model

III. RESULTS AND DISCUSSION

A. Deep Learning Concepts

Profound Learning calculation which is the advancement
of Multilayer Perceptron (MPL) planned to handle
information in two-dimensional shape [17], Multilayer
Perceptron (MLP) implementation requires hidden layer
parameters, activation, solver, and the maximum number of
iterations while Convolutional Neural Network (CNN)
implementation uses a hard library [20] CNN linear
operations use convolution operations in the form of four
dimensions, where the weights represent a collection of
convolution kernels, rather than one dimension. The
dimensions of CNN weights are input neurons x output
neurons x height x width. [21]. The following example of
MLP architecture and convolution process in CNN can be
seen in Figure 5.
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Fig. 5. MLP Architecture and Convulsive process in CNN

B. Deep Learning Architecture

GlobalAverage
Pooling2D
Fully Connected Layer

Output 1024
RelL U Activaction
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Fully Connected Layer
Output 2
Softmax Activaction

Fig. 6. Layers to be trained with the new model

A JST consists of multiple layers and multiple neurons
ineach layer. This cannot be determined with exact rules and
applies differently to different data. Based on its
architecture, there are several main layers in CNN which can
be seen in Figure 6. However, in this research only three
layers are used, namely:

- Oropout
= Fully connecied
- ot

Fig.7. InceptionV3 Model Architcture

- Convolution Layer

The convolution layer performs the convolution operation on
the yield of the past layer. This can be the most handle that
underlies CNN. The weights of this layer decide the
convolution part utilized so that the convolution bit can be
prepared based on the input of the CNN. The objective of
picture information convolution is to extricate highlights
from the input picture. Convolution can make a straight
transformation of the input information based on the spatial
data contained within the information. The weights on the
layer decide the convolution part utilized, so the convolution
bit can be prepared based on the input of the CNN.

- Subsampling Layer

The method of decreasing the estimate of picture
information. In picture handling, subsampling points to
make strides the position invariance of highlights. Max
pooling separates the yield of the convolutional layer into
numerous little frameworks, at that point takes the greatest
value of each lattice to make a compact picture framework.
The results of the method can at that point be seen within the
set of networks on the correct. Spangenberg et al. in their
think about, they as it were utilized a pooling layer in a CNN
to dimmish the measure of the picture so that it can be
effectively supplanted by a convolutional layer with the
same walk as the pooling layer in address

- Full Connected layer

The completely associated layer may be a layer
commonly used in MLP applications and is expecting to
convert the measurements of the information so that it can
be classified in a direct way. Each neuron within the
convolutional layer must to begin with be changed over to
one-dimensional information some time recently it can be
embedded into the completely associated layer. Since the
information loses spatial data and is irreversible, a
completely associated layer can as it were be conveyed at the
conclusion of the organize. A convolutional layer with a part
measure of 1 x 1 performs the same work as a completely
associated layer but holds the spatial characteristics of the
information.

The design of the profound leaming show or CNN
utilized in this ponder is the InceptionV3 design. The
connected demonstrate can be seen in Figure 7

" Classifier




C. Training Process

The preparing prepare is the organize where the CNN is
prepared to urge higher exactness from the classification
performed utilizing 820 representative confront pictures. At
the arrange of the preparing handle, the bolster forward
prepare and the backpropagation handle are carried out. To
perform the feedforward prepare, the number and measure of
layers to be shaped, the subsampling estimate, the vector
picture gotten are decided. The result of the feedforward
handle is the weight that will be utilized to assess the neural
arrange process.

* Feedforward Process the feed forward prepare is the primary
organize within the preparing prepare. This handle will
deliver a few layers that are utilized to classify picture
information utilizing weights and inclinations that have been
overhauled from the backpropagation prepare.

= Backpropagation The backpropagation handle is the
moment organize within the training handle. In this organize,
as clarified, the comes about of the feedforward handle are
traced from the yield layer to the primary layer.

* Angle Calculation The angle prepare for convolutional
systems is the method of creating biast values and unused
weights that will be required amid preparing.

D. Testing Process

The testing handle could be a classification handle that
employments predisposition and weights from the comes
about of the preparing prepare and the sum of data used for
the 101 facial pictures. The most objective of the testing
handle is to assess the execution, unwavering quality and in
general quality of the framework or program that has been
built, so that the conclusion result of this handle is the
precision of the investigation. course is performed, the
information that falls flat to be classified, the number of
pictures that are not classified, and the shape of the arrange is
shaped from the criticism prepare. The yield layer is totally
associated to the existing name.

E. Validation Process

The validation process is an important stage to ensure
that the resulting model can be used and produce relevant
and accurate results and to obtain a level of confidence in the
results of image interpretation [22] in facial image gender
recognition. Validation is carried out using image data
totaling 101 employee facial images.

F. Evaluation

By conducting a careful evaluation, this research will be
able to determine the extent to which the Deep Learning
method used is successful in gender recognition based on
employee facial images. In the evaluation process, there are
several parameters used for the IncepstionV3 model

architecture in this study , the parameters used can be seen in
Table 3.

TABLE III. PARAMETERS
Parameters Description
Size (pixels) 178 x 218

Epoch 20 Epoch
Batch_Size 32
Optimizer SGD

Leaming Rate 0.0001

‘ Momentum ‘ 0.9 |

\ Loss \ Categorical_crossentropy

The results of training and testing on the Inceptionsv3
model architecture using the GENFACESS dataset, get the
results of the accuracy and loss curve or graph shown in
Figure 8.

Fig. 8. Accuracy and Loss Graph Results

Based on the plot results on the applied inceptionsv3 model,
it can be seen that training and validation increase close to
a value of 1.0 as the epoch increases, resulting in a total
accuracy of 94.8%. . Then, on the graph, the loss function
value during the validation process is larger than the train
loss function value during the process, which will be
overfitting. And to know the classification efficiency,
evaluation of the built model is performed as shown in
Figure 9.

Fig. 9. Evaluation Results

IV. CONCLUSIONS

The results show that the model developed using the deep
learning method with the InceptionV3 model base and the
addition of a special layer can successfully identify gender in
images that have certain characteristics with an accuracy rate
of 94.8% when tested with the test dataset. However, there
were some identified constraints and opportunities for
improvement in the algorithm training process with the entire
GENFACESS image dataset of 1024 images. Due to the
limited computing resources available, the model was only
trained with a small portion of the image dataset. With more
powerful computing devices, the model can be trained with
the entire image dataset, allowing it to gain a more
comprehensive understanding of different types of images.




Thus, the model will be better trained to deal with images that
it has never seen before. There is also the issue that most
images almost exclusively feature the subject's face, which
causes the model to be more accustomed to this type of image.
In situations where the subject is only a small part of the
image, the model is limited in its performance.
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(ETS) P/V You have used the passive voice in this sentence. Depending upon what you wish to
emphasize in the sentence, you may want to revise it using the active voice.
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