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Abstract — Cervical cafffdr is a disease that is very
scary fnn-nmen because it is the cause of death among
women: To be aware of this disease is to do an early
examination through the Pap Smear (PS) test. In terms
identifying overlapping cancer cells, @till has low
accuracy. Therefore, this research was carried out with
the aim of getting the level of cell separation with high
accuracy. This study uses a model to develop the
Watershed segmentation technique in the Deep
Learning Method. The data tested in this study comes
from the RepomedUNM dataset. The amount of data
tested is 420 overlapping images with the formulation
of 1,260 test images. The results ofthstudy can very
well separate each overlapping cell with an average
Intersection over Union (IoU) score of 0.9061. Each
result can be divided fully by the whole of its area, so
the final results of overlapping cells were successfully
separated with an average score of 0.945. Therefore,
this research can be used as a reference in identifying
cervical cancer cells.
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1. Introduction

Pap

Cervical cancer (CC) is a discase [Ehat requires
apprehension with it [1]. This cancer is one of the
leading causes of death in women globally [2]. Most
of the cells are relatively thin and lie beneath the
surrounding tissue [3], making them very difficult to
be identifed [4].

The death rate due to CC can be significantly
reduced by carrying out an early examination
through the Pap Smear (PS) test [5]. The images
from the results of these tests can be observed for
abnormal cell conditions [6], but they tend to be very
troublesome and are prone to errors when inspected
manually [7]. For this reason, digital image
processing techniques are needed to assist
infections so that high accuracy results are obtained.

There are still weaknesses in existing techniques,
resulting in low accuracy for some cell classes [8].
The use of segmentation techniques for overlapping
cells is still low [9]. Therefore, research in
developing segmentation techniques to identify
overlapping cells in CC images is needed. Cell
segmentation on PS images is very important in
identifying pre-cancerous changes in CC [10].
Several studies to segment CC cells have been
carried out. The proposed method can work
automaffilly or semi-automatically. Segmentation
using the Mean-Shift clustering algorithm and
Mathematical Morphology can ident} cervical cell
nuclei very effectively [11]. Selective-Edge-
Enhancement-based Nuclei Segmentation method
(SEENS) can achieve higher accuracy in cervical
core segmentation [12].
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The Circular Shape Function (CSF) technique
works well in segmenting CC cell nuclei [13] and has
a good accuracy using the Learning-based method
[14]. Segmentation using the Watershed technique in
identifying cell nuclei that overlaps with other cells
does not have wvery good performance [15].
Therefore, this research was carried out with the
support of the Deep Leaming Method on Watershed.

> &
(a)

Figure 1. Dataset RepoMedUNM, (a). Normal,
(b). Koilocyte

This method is used to detect and separate 2 cells that
overlap with test data in the Repository medical
image processing of Nusa Mandiri University
(RepomedUNM). One of the test data is presented in
Figure 1. The image presented in Figure | consists of
2 types, namely normal or uninfected cells and
koilocyte or infected cells. Image is saved in Joint
Photographic Expert (JPG) format, Grayscale type,
with size of 512 x 512 pixels.

2. Research Methodology

In this research, integrated processes were carried
out in one stage. The steps taken are presented in
Figure 2.

Pap Smear Images
v
Pre-Processing
Y
U-Net
v
Fitur Map
v
Cell Separation
Y
Cell Identification

v

Verification

\ S

Figure 2. Stage of process
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A. Pap Smear Image

The images tested in this study were PS image
datasets under nommal and koilocyte conditions
obtained from RepomedUNM. All images are in the
form of digital images stored in the repository [1
Many dataset images in this study are presented in
Table 1.

Table 1. Number of Datasets

No Type Total
1 Normal 1,513
2 Koilocyte 420

B. Pre-Processing

The pre-processing stage was carried out in two
processes, naffly augmentation and resizing.
Augmentation aims to increase the shape of the
image. The image will be rotated from the initial
image form. The augmented image will be a new
image, but does not change the meaning and value of
the image itself. The process of augmentation is
presented in Figure 3. The resulting image from the
flip process was followed by a resize process, which
was reducing it to the original image. This process
aims to speed up the process and save resources. The
resize formula is presented in Formula (1) and
Formula (2).

nw =sr((%)*ta) (D
nh = ta/nw 2)

Where nw is the pixel width of the new image, ow
is the pixel width of the original image, oh is the
pixel height of the original image, ta is the desired
area of the new image, and nh is the pixel height of
the new image.

Left-right flip
@O—TC

Up-down flip
—

2707 rotation

Figure 3. Process Augmentation [17]
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C. d]—Net

U-Net is a semantic segmentation method that
works by classifying pixels in an image [18]. U-Net
requires 2 input images to produce an output image.
The output image or raster image contains several
bands and labels for each pixel [19]. The working
@ncept of U-Net in this research is segmentation
based on Deep Learning. The function of this method
is to detect areas of cffplasm and areas of
overlapping cell [20], [21]. The U-Net method model
used is presented in Figure 4.

encniler decoder

I I Hriddge

Figure 4. The U-Net Method Model

1

The U-Net model used in Figure 4 uses 3 types of
encoders, namely Visual Geometry Group (VGG)
[22], [23], Dense [24], and Mobile [25]. These three
encoders become the VGG-UNet, Dense-UNet, and
Mobile-UNet Architectures. Process results from all
of these architectures will be verified in obtaining the
level of accuracy.

D. Map Feature

Feature map is the process of giving a consistent
color in representing the cell area in the image [26].
The pixel values used consist of 3 colors, namely
black with rgb values (0,0,0) for the background
area, gray with rgb values (127,127,127) for cell
edge areas, and white with rgh values (255,255,255)
to represent cell area. Verification of the cell
separation results uses a single cell label image with
black rgb (0,0,0) to represent the background area
and white rgb (255,255,255) to represent the cell
area. An illustration of the results of the feature map
process is presented in Figure 5.

Background

Background

Cell 1 ‘m' Cell 2

@) (b)

Figure 5. Map Feature Illustration, (a). Before, (b). After
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E. Cell Separation

Before the cell separation process was carried out,
color distribution was implemented in each object
area using the Watershed Segmentation Method. The
border color in each object area will be represented
as a catchment (basins). The midpoint in each area is
represented as minima (lowest area).

After the foreground area has been successfully
detected, each area will be connected and given an
area marker with a different color. The resulting
image is an image with area objects that have
different colors, as illustrated in Figure 6.

Background

Figure 6. Color distribution using the Watershed
Segmentation Method

Figure 6 is the result of giving different colors to
each area that was successfully detected. There are
only 4 colors that are owned by the image in all arcas
and the background area will be changed to black.

F. Cell Identification

Cell identification is the process of taking cell area
I and cell area 2 based on the color that has been
given to the Cell Separation process. The color of
Cell 1 is yellow, the color of Cell 2 will be changed
to black, and the color of the overlapping area will be
changed to yellow, as well as for the object of Cell 2.
In this process, cell objects in the image can be
identified correctly. An illustration of the results of
this process is presented in Figure 7.

Background Background

(a) (b)
Figure 7. [lustration of Cell Separation, (a). Cell 1, (b).
cell 2

G. Verification

The verification is used in the form of generated
performance metrics. Performance metrics are
needed to see a picture between real conditions and
the resulting predictions [27].
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The performance matrix used to measure and
verify the accuracy of the method consists of two,
namely [fffrsection over Union (IoU) and
Categorical Cross Entropy (CCE) Loss.

IoU is used to compare the similarity between 2
image properties. The properties that are compared
are the width, height, and position into an area and
volume of an object [28]. The IoU formula is
presented in Equation (3).

|ANB|

loU = |auB|

3)

CCE Loss is a metric used to calculate lost values.
The CCE Loss formula is shown in Equation (4).
CCE Loss =3 (u log lo ﬁ) 4)
= an=1 itoglog i 5P
Where n isffhe number of classes, a; is the actual

probability, and Sp is the gradient for each predicted
positive class.

3. Result and Discussion

This research was tested on 420 images containing
2 shapes of overlapping cell. Each image is
augmented in the form of right and down flips, so the
number of images tested is 1,260 images. This article
presents one of the test images in grayscale format
and a feature map. The image is presented in Figure

(a) ®)

Figure 8. Koilocyte Image, (a). Grayscale, (b). Fitur Map

The image in Figure 8.a is an input image that has
been converted into grayscale format. This image is
engineered with a process of the feature map stage,
so that the edge boundaries of each cell can be
identified.

This image is augmented to rotate right and down.
This process is used to increase the number of
datasets in the segmentation process with deep
learning to increase the value of segmentation
accuracy. From the augmentation process, 420 x 3
images were obtained, namely 1,260 dataset images.

Image datasets in overlapping form are resized to
reduce the resolution to 256 x 256 pixels which aims
to reduce the computational burden in the training
process. The U-Net model is used in this study can
be seen in Figure 4.

This study used 50 epochs, hyperparameter
optimizer adam, learning rate 0.0005, beta 1 0.9,
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beta 2 0.999, epsilon le-07, and batch size 8 with a
composition of 80% training data (1008 images) and
20% test data (252 images). The results of the loU

evaluation of the 3 U-Net architectures using

Equation (3) are presented in Table 2.

Table 2. loU verification results

. . Cell
Architecture  Background  Outline Area Mean

VGG 0.9930 0.7554 09696 09061
Dense 0.9929 0.7440  0.9672  0.9014
Mobile 0.9919 0.7245  0.9636  0.8934

VGG-UNet and Dense-UNet verification scores do
not have that much difference, but with Mobile-
UNet, there is a significant difference. Verification
with the Loss value using Equation (4) is presented
in Table 3.

Table 3. Verification of CCE Loss

n'chitccturc Value
VGG-UNet 0.0381
Dense-UNet 0.0406
Mobile-UNet 0.0587

The loss score obtained from each architecture
means that there are differences in the resulting
image segmentation. A comparison of the resulting
images is presented in Figure 9. Based on the scores
obtained, the highest results were selected, namely
the VGG-UNet segmentation of 252 as testing
images that used the Watershed method.

Esting Labs Vel Prestenen s i e Valt

s
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)
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Fa—

(c)
Figure 9. Comparison of segmentation results, (a). VGG-
Unet, (b). Dense-Unet, (c). Mobile-UNet
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Each area in the cell is given a different color so
that it can be separated. The results of segmentation
by giving color are presented in Figure 10.

Figure 10. Segmentation results by coloring

Based on the color difference, each cell can be
separated into a single cell. Each cell pixel value is
selected and the verification §ERe is calculated using
loU. The final segmentation results are presented in
Table 4.

Table 4. Cell Separation Results

Label Image Separation Results IoU

0.9749

0.9695

0.9705

0.9677

The final results for the 252 separated testing
images obtained an average IoU score of 0.945%.
Next, the process of separating the overlay cells was
carried out with th@flinal results of segmentation for
cach cell presented in Table 5.

TEM Journal = Volume 12 / Number 2 /2023.

Based on the final results presented in Table 5, this
method has shown significant results. Each overlaid cell
can be separated according to clear size and shape which
corresponds with a very high score.

Table 5. The final results of the overlay cell separation

Separation
Results

Original image  Overlay Results

4. Conclusion

This study has succeeded in propffing a new
model for separating 2 overlapping cells in Pap
smear images. The test results showed that VGG-
UNet was able to outperform Dense-UNet afgl
Mobile-UNet for multiclass segmentation images of
cervical cells on Pap smear images. The average of
IoU score is 0.9061 and the lowest loss is at 0.0381.
The watershed method combined with the proposed
U-Net method is proven to be able in separating each
area in the image with a shape and accuracy very
different term is needed. After separation, this model
was able to obtain an average loU score of 0.945%.
Therefore, this research can be a reference in
identifying cervical cancer cells correctly.
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