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The industrial world in the era of generation 4.0 needs personnel related to
human resources who can handle crucial problems, especially in terms of data
digitalization. The purpose of this paper is to analyze the supporting criteria
that can be used as a measure of programmer selection for the needs of the
industrial world which can provide optimal decisions and pay attention to the
use of multi-criteria that have different quantitative assessments such as
criteria related to contradictory times in its application. The problem, in the
industrial world, does not only require speed alone but requires professional
staff who can transform into digital technology, digitalization technology is
needed in terms of the data conversion and transferring process, so a
programmer has an important role in changing favorable conditions because
it requires a selection process to get the best professional from several
programmers. The method that can be used in multi-criteria decision-making-
analytic hierarchy process (MCDM-AHP) and elimination et choix traduisant
la realite (ELECTRE) methods in the concept of elimination. This method is
part of the MCDM, which uses eight criteria in the selection and evaluation
process. The results obtained from several selected programmers produce
several professionally selected people, and can be used as an optimal
benchmark for the programmer selection and evaluation process with a long
preference index stage through the elimination process, this provides evidence
that the selection and evaluation process can determine decision making
which is optimal for a select number of programmers that only a few have
through the aggregate dominant matrices.
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1. INTRODUCTION

Given the uncertainty in the current industrial 4.0 era, it is felt in all industries that have experienced
a decline in overcoming uncontrolled economic conditions in the era of global competition [1]. It is not only
large industries that can master the conditions of the 4.0 generation era, on the contrary, small industries that
can maintain their survival are also industries that have mastery of digitalization technology [2]. All these are
thanks to the support of professionals who can use and utilize technology and analyze it well. His thinking is,
of course, none other than the source of the profession of a programmer. Programmers have made many
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breakthroughs that can change the arrangement of such complex documents into simpler ones in the form of
digitization, converting a lot of data that was previously in the form of files and then converted into the digitized
form [3].

Then distributed quickly and precisely to the target in need. Owned entities are converted into objects
that are compiled and processed by objects and by programming languages that specifically handle object-
based data. Thus, the need for professionals such as programmers is needed by the entire industrial world,
especially in the 4.0 generation which is said to be able to develop business in the digital world as it is today.
The problem that arises is how is the process of selecting professional programmers who have optimal abilities
in handling the smooth running of the digitization industry in the 4.0 era by using many criteria that contradict
their understanding, this is very difficult to solve, such as criteria related to timing to obtain optimal selection
results.

To prepare professionals such as programmers, we need a method that can carry out the selection and
evaluation process so that it is appropriate to choose programmers that fit the needs of the industry in the
industrial era 4.0. One method that can be used is to determine the need for several criteria according to the
required barometer [4]. Multi-criteria decision-making (MCDM) is a selection method that uses many criteria
as measurement parameters [5] to measure needs that are prioritized in the selection process [6] for several
programmers. Of the eight criteria that can be used are abstract depiction (AD), conceptual design (CD), logical
data model (LD), physical data model (PD), speed coding (SC), cyclomatic logical (CL), matrices logical (ML),
and region sets (RS). The eight criteria used have different data uses, meaning that there are criteria that are
meaningfully in line and there are criteria that are meaningful in reverse [7]. Because the data that is processed
from each criterion uses quantitative data, the data will provide a magnitude for each criterion. The novelty of
this research lies in processing data which generally have similarities in data processing, in this study, the data
has two different understandings, which is very difficult in the calculation process. Data that has a quantity
value can give meaning such as the largest value is the value that has the best value meaning (HB), or vice
versa, the smallest value is the value that has the best value meaning (LB), so that all data in the form of values
attached to a criterion are not all interpreted the same way, it becomes increasingly difficult to process data
from a criterion. By looking at conditions like this, the right method that can be used is the elimination et choix
traduisant la realite (ELECTRE) method [8]. While the analytic hierarchy process (AHP) method is used to
determine the importance value which is the measure of each criterion used [9], of course with the support of
instrumentation in the form of a questionnaire from several respondents, so it is hot determined solely following
the wishes of the researcher, but from several respondents. Which provides input, then processed with the help
of the AHP method or expert choice application to provide a value of importance to several criteria used [10].
Through collaboration, the AHP and ELECTRE methods provide optimal results for the selection and
evaluation of the needs of professionals such as programmers. AHP is used in determining the weights through
the acquisition of eigenvectors with five iteration stages with multi-criteria types with different understandings
and ELECTRE as a selection elimination process through a preference stage by setting a threshold as an
alternative elimination process to the unification of aggregate decisions as the final selection.

Related to this, this study aims to analyze the supporting criteria that can be used as a measure of
programmer selection for the needs of the industrial world in the 4.0 era for companies in Indonesia. The
contributions of this research are: i) Implementation of the use of multi-criteria with MCDM-AHP in
collaboration with the ELECTRE method which can provide optimal decisions in the selection of professionals
such as programmers and ii) Paying attention to the use of main factors against criteria that have different
quantitative assessments such as criteria related to time and the meaning of reverse assessment, namely the
smallest value is the best, in general, what is widely used in applied research is the notion of the largest value
is the best. In this study, using the application of criteria by using these two understandings.

2. RESEARCH METHOD

This section will explain a lot about the basic concepts that can strengthen understanding of the content
of this research discussion. As is meant by MCDM along with the methods included in the MCDM category,
there is also an AHP which is a problem simplification method to narrow down the problems that are detailed
through a hierarchy, and finally, the ELECTRE elimination method is a method that solves the problem by
comparing the preference structure into a two-dimensional matrix for ranking. Completion of the concept in
detail from this research will be explained in stages through the completion of the algorithm which can be seen
in Figure 1.
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Figure 1. AHP-ELECTRE algorithm

2.1. MCDM

MCDM is a method that can be used to solve a problem by using many criteria [11] which are used
as a barometer to determine a particular goal based on soft computing [12], many methods fall into this
category. Several criteria used will be the determining trend until the end of the selection. This is because this
method can solve various problems, both quantitative and qualitative, and can even be combined from both
[13].

The MCDM methods used are AHP [14], simple additive weighting (SAW) [15], a technique for order
preference by similarity to ideal solution (TOPSIS) [16], decision-making trial and evaluation laboratory
(DEMATEL), preference ranking organizational methods for enrichment evaluation (PROMETHEE) [17],
ELECTRE [18], multi-attribute utility theory (MAUT) [19] and Vise kriterijumska optimizacija i kompromisno
resenje (VIKOR) [20], [21] These methods are a series based on MCDM [22] and many more that cannot be
mentioned.

2.2. AHP

The AHP method is a method that can solve a problem from a very complicated form to a simple form
through a simplification process [23] into a hierarchical form so that it becomes more focused on one problem
by assigning an eigenvector [24] to each level of resolution. All levels are simplified into a form of hierarchical
modeling. Each level consists of three levels consisting of objectives, criteria, or sub-criteria so that in the end
it will end up with alternatives. The completion technique in AHP uses a comparison scale of two objects for
each level compared to each other depending on the number of comparisons used [25], the comparison scale
consists of numbers 1 to 9 which will be compared by looking at the importance of the two objects being
compared, then used as a pairwise matrix to calculate the matrices multiplication so that the eigenvector values
of each level are obtained.

The eigenvector value obtained must go through a process called iteration to find the optimal
eigenvector value [26]. Iterations are carried out to eliminate the difference between the results of matrices
multiplication with a level of accuracy that is adjusted to the sharpness of the calculation. After finding the
optimal eigenvector value, then a feasibility test is carried out by multiplying the optimal eigenvector value by
paired matrix during initialization to determine the consistency index (CI) and consistency ratio (CR) values.
As proof of acceptance or rejection, the CR value must be less than or equal to 10 percent. If the CR value is
more than 10 percent [27], then the decision is rejected, otherwise, the decision can be accepted.

2.3. ELECTRE

The ELECTRE method is one of the ranking methods by using a way of eliminating preferences that
are compared between one-row elements with other row elements as a whole [28]. Then determining the set of
concordance and discordance that is determined according to the rules will be used as a two-dimensional
matrix, through a threshold [29]. An elimination process will be carried out which will produce a binary number
of 1 or 0, each of which is multiplied to determine the ranking of both the concordance and discordance matrices
[30].
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ELECTRE has its unique way of building a ranking system by eliminating all the criteria in each row
in aggregation. Several formulas can be used in ELECTRE to form the dataset into normalized data, if the
meaning of the numerical dataset has the same meaning, then use (1), if the meaning of the numerical dataset
has a different meaning, then the normalization process is used (2) and (3), so it is necessary to make
adjustments to the normalization process by looking at the condition of the dataset.
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After the datasets are normalized, the size of each dataset is adjusted to the weight that has been
determined at the paired matrices acquisition stage by finding the eigenvector value as the preference of interest
for each criterion, the optimal eigenvector is the result obtained from the paired matrices obtained through the
AHP method as a preference for each criterion. This can be done using the formula listed in (4).

V=RW (4)

Thus, the criteria will be grouped into two subsets of concordance sets and discordance sets, for
concordance sets they will be grouped using (5), while for discordance sets, they will be grouped using (6). By
grouping, the concordance set and the discordance set, each of them can be calculated and in the end will form
a two-dimensional matrix, for concordance using (8). Next is to look for the suitability of the dominant matrices
and the discrepancy of the dominant matrices at (9) and (10) with the help of a threshold as a barometer to
determine the element matrices f, ;) and G ;, with the rules at (11) with the final ranking value for several
alternatives.
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To calculate the value of interest preferences against several criteria, of course, use the best rules using
the AHP method. Several formulas will be used to calculate the consistency index (CI).

cl = Amax-n (12)

n—-1

While the consistency ratio (CR) is a determinant of whether a decision is accepted [31] or rejected
with a set limit greater than or equal to 10 percent, with (13).

crR=2 (13)

T ORI
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To find the amount of CR, a random index (RI) table is needed to determine the value of each order
of the matrices (N), pay attention to Table 1.

Table 1. Random index CI [32]
N 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
RI 0 0 058 09 112 124 132 141 145 149 151 154 156 157 158

3. RESULTS AND DISCUSSION

In its implementation, the selection and evaluation of several professional programmers must first
determine the number of criteria that will be used as a barometer of measurement, eight criteria will be used.
From each of the criteria, it is necessary to first understand how these types of criteria work. It is said that all
criteria use data entry in the form of quantitative data in the form of numbers that are ready to be processed,
but some criteria have different meanings in processing, especially for criteria related to time. This criterion
contains an inverse meaning, usually, each criterion value is filled with quantitative data containing the
following meaning, the largest value is the best value (HB), it turns out that not all of them mean the same, for
example, the speed coding (SC) criterion, this criterion also contains numeric data, but This criterion has the
meaning of the smallest value is the best value (LB), so it requires a slightly different formulation from the
others.

Starting from the display of the dataset that can be used as a reference for the unique programmer
selection process on the SC criteria, which means it is inversely proportional to other criteria, this criterion
implies that the LB, while the other is HB. Pay attention to Table 2 which is a view of the dataset of
23 programmers. The data processing that will be carried out has a somewhat different and unique
understanding because several criteria have an inversely proportional understanding of the data. Data
processing like this must pay close attention to the location of the data within the specified range so that the
data is structured in a structured manner and can facilitate the data normalization process that must be carried
out before the calculation process is carried out using AHP or ELECTRE, the key to completion is by
positioning the weight value. Each alternative in a criterion of each and just carry out the process of normalizing
several assessments of the alternatives to provide the right results for the decisions to be made. The ultimate
goal of this data processing is to make an accurate decision on each weight that has been calculated through
the collaboration of the two methods. This does require full attention to achieve the optimal value as an
acceptable decision. With this strong concern, it is hoped that what must be fully considered is the placement
of each value in determining each number, both containing the meaning of HB or LB from each criterion, if
this is true, then all processes to the next stage of collaborative methods will produce decisions as expected.

Table 2. Dataset view
Criteria  AD CcD LD PD SC CcL ML RS
(Al)  (HB) (HB) (HB) (HB) (LB) (HB) (HB) (HB)
PRO1 80.34 7543 7563 7854 1522 86.87 7597 76.63
PRO2 8205 7573 7569 7956 17.34 8344 76.04 7852
PRO3 9245 8292 7543 7478 1634 84.03 7577 75.72
PRO4 8945 8693 77.23 7274 1658 8547 7758 71.43
PRO5 9140 77.61 74.81 8034 1832 8141 7515 8231
PRO6  86.40 7856 78.15 82.34 1826 90.21 7851 83.42
PRO7 77.89 80.34 80.18 80.36 18.64 86.06 80.55 78.65
PRO8  89.67 82.04 8023 8022 17.48 8506 80.60 79.28
PRO9 9045 8456 7845 7834 1539 8052 78.81 77.41
PR10 9345 8351 74.04 80.09 1845 80.05 74.38 80.29
PR11 8456 7418 76.89 8182 1742 81.03 7724 8222
PR12 8512 8148 8051 78.84 1633 84.16 80.88 76.48
PR13 8846 78.84 81.04 7893 17.32 79.65 8141 78.13
PR14 8523 80.64 80.33 80.13 20.12 80.18 80.70 80.22
PR15 83.00 7223 7505 80.23 1838 80.36 7539 78.63
PR16 8367 6393 77.04 8290 1814 79.05 77.39 83.92
PR17 75.87 6858 73.05 7588 16.24 79.04 9248 80.28
PR18 8045 8228 7692 78.05 1643 8056 77.27 70.25
PR19 8542 8254 8052 80.03 17.32 79.17 80.89 82.23
PR20 86.72 8846 7833 7886 17.33 7898 7869 7216
PR21  86.16 70.34 79.41 84.04 17.82 7821 79.77 82.34
PR22 8243 79.75 8129 7958 1540 8149 81.66 78.38
PR23 83.11 80.00 82.03 7541 1644 8238 8240 7731
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Thus, the data set must be normalized, so that it can be processed using the ELECTRE method, the
normalized table can be seen in Table 3. The normalized table will then become an index preference that will
be compared between one row and another until a concordance set and a discordance set are found. And to be
used as two-dimensional concordance and discordance matrices.

The dataset view listed in Table 2 illustrates that the data obtained have different understandings of
the categories owned by each criterion, meaning that the layout is in two different conditions which can be
seen from the type of criteria HB and LB, this will affect the determination of numbers in normalization. The
normalization results listed in Table 3 are the application of (2) and (3) by taking into account the type of
criteria that appear in the resulting dataset and the results are normalized data. After finding the normalization
results in Table 3, we have to determine the magnitude of the value of importance by using the AHP using
mathematical algebra matrices and testing the truth using the expert choice application as proof that the results
of eigenvector values are optimal and must have the same value to the value. The eigenvector is a mathematic
algebra matrix and expert choice application.

Calculations for each data in Table 3 are normalized using (2) and (3) by taking into account the
characteristics of the criteria high is the best (HB) or low is the best (LB) that have been previously determined.
If the criteria are HB then use (2) and if LB uses (3). For the first row of HD criteria are HB, then use (2), if
written with the following equation = (element matrices (i, j) — maximum value of the criteria column) divided by
(the largest value of the criteria column-the smallest value of the criteria column), so the resulting value is 0.25
while in the first row for SC criteria which are LB by using (3), if written with the following equation =
(element matrices (i, j) — the value of the smallest criteria column) divided by (The small value of the criteria
column-the largest value of criteria column), so the resulting value is 1.00. So do this until the 23" row of
programmer data in Table 1 until the results of the normalization process can be seen in Table 3.

Table 3. Normalization
Criteria  AD CD LD PD SC CL ML RS
(Al) 0297 0.180 0.164 0.161 0.089 0.050 0.038 0.022
PRO1I 025 047 029 051 100 072 009 047
PRO2 035 048 029 060 057 044 009 0.60
PRO3 094 077 027 018 077 049 008 040
PRO4 077 094 047 000 072 061 018 0.9
PRO5 088 056 020 067 037 027 004 088
PRO6 060 060 057 085 038 100 023 096
PRO7 011 067 079 067 030 065 034 061
PRO8 078 074 080 066 054 057 034 066
PRO9 083 084 060 050 097 019 024 052
PRI0 100 080 011 065 034 015 000 073
PR11 049 042 043 080 055 024 016 0.8
PR12 053 072 083 054 077 050 036 046
PR13 072 061 089 055 057 012 039 058
PR14 053 068 081 065 000 016 035 073
PR15 041 034 022 066 036 018 006 061
PR16 044 000 044 090 040 007 017 1.00
PR17 000 019 000 028 079 007 1.00 0.73
PR18 026 075 043 047 075 020 0.16 0.0
PR19 054 076 083 065 057 008 036 088
PR20 062 100 059 054 057 006 024 014
PR21 059 026 071 100 047 000 030 088
PR22 037 064 092 061 096 027 040 059
PR23 041 066 100 024 075 035 044 052

Thus, the dataset must be normalized, so that it can be processed using the ELECTRE method. The
normalization in Table 3 becomes a preference index that will be compared between one row and another until
a concordance set and a discordance set are found to be used as concordance matrices along with the
discordance matrices data. The number of records developed into 506 matrix elements to obtain a set of
concordance and discordance sourced from 23 dataset views. Table 4 shows the results of the calculation of
eigenvectors using mathematical algebraic matrices.

Grouping the concordance set can be done using (5), while the grouping for the discordance set can
be done using (6). The results of the concordance set are arranged into a two-dimensional matrix as shown in
Table 5, while the discordance set can be searched using (7) the results of the discordance set if arranged into
a two-dimensional matrix will look like the one in Table 6. The grouping of data included in the concordance
matrices is data that has a positive value that is compared to each other, while the data included in the
discordance matrices is data that has a negative value so that no data is free from the process of elimination,

Generation 4.0 of the programmer selection decision support system: ... (Akmaludin Akmaludin)



54 a ISSN: 2252-8814

thus the grouping of data will easy to insert according to the location in concordance matrices and discordance
matrices. Figure 2 shows eigenvector calculation results using the expert choice apps.

Table 4. Eigenvector calculation results using mathematic algebra matrices

Criteria AD CD LD PD CT CcC MS RS Eigenvector
Abstract depiction (AD) 1.000 2965 2234 1963 3984 4378 6.900 6.600 0.297
Conceptual design (CD) 0.337 1000 1.95 1274 2126 3.782 4578 7.000 0.180
Logical data model (LD) 0.448 0511 1.000 1565 2976 3.466 3.842 6.900 0.164
Physical data model (PD) 0509 0.785 0.639 1.000 3.462 3568 3.996 7.000 0.161
Speed coding (SC) 0.251 0470 0.336 0.289 1.000 2962 3226 6.000 0.089
Cyclomatic complexity (CC) 0.228 0.264 0.289 0.280 0.338 1.000 1.722 3.000 0.050
Matrices score (MS) 0.145 0.218 0.260 0.250 0.310 0581 1.000 2.278 0.038
Region set (RS) 0.152 0.143 0.145 0.143 0.167 0.333 0439 1.000 0.022
Consistency = 0.040 Consistency index = 0.056
Amax= 8391 Consistency ratio = 0.040 (Acceptable)

Synthesis with respect to:
Goal: Generation 4.0 of The Programmer Selection D55: MCDM-AHP and ELECTRE-Elimination

Owerall Inconzsistency = .04

Abstract Depiction 237 | ——
Conceptual Design A0 s

Logical Data Model 4

Physical Data Model A1

Speed Coding 09

Cyclomatic Complexity =0

Metrices Score el |

Region Set 0z il

Figure 2. Eigenvector calculation results using the expert choice apps

Table 5. Concordance matrices

At PRO PRO PRO PRO PRO PRO PRO PRO PRO PR1 PRI PRL PR1 PR1 PR1 PRI PR1 PR1 PRI PR2 PR2 PR2 PR2

1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3
PRO 0.00 0.13 0.52 0.32 0.34 0.09 0.43 0.13 0.30 0.34 0.31 0.16 0.13 0.13 0.52 0.31 0.94 0.32 0.13 0.16 0.31 0.13 0.30
1 0 9 3 3 0 0O 6 9 0 0 9 2 9 9 0 9 1 3 9 2 9 9 o0
PRO 0.86 0.00 0.38 0.18 0.81 0.56 0.38 0.09 0.23 0.34 0.31 0.18 0.23 0.13 0.52 0.31 0.85 0.53 0.05 0.23 0.31 0.07 0.23
2 1 0 4 3 7 6 6 0 3 0 9 3 3 9 0 9 1 0 0 3 9 2 3
PRO 0.47 0.61 0.00 0.56 0.81 0.56 0.56 0.56 0.34 0.34 0.61 0.47 0.61 0.61 0.81 0.61 0.69 0.63 0.61 0.45 0.61 0.52 0.61
3 7 6 0 9 7 6 6 6 7 0 6 7 6 6 7 6 0 8 6 8 6 6 6
PRO 0.67 0.81 0.43 0.00 0.52 0.56 0.56 0.31 0.23 0.52 0.81 0.52 0.61 0.61 0.81 0.81 0.69 0.75 0.61 0.43 0.61 0.52 0.52
4 8 7 1 0 0O 6 6 9 0 0 7 6 6 6 7 7 0 0 6 6 6 6 6
PRO 0.66 0.66 0.18 0.48 0.00 0.29 0.40 0.48 0.53 0.52 0.54 0.53 0.53 0.61 0.79 0.52 0.87 0.53 0.53 0.53 0.52 0.48 0.48
5 0 0 3 0 0O 7 8 0 O 3 9 0O O 9 9 6 4 0 0 0 6 0 0
PRO 0.91 0.91 0.43 0.43 0.70 0.00 0.61 0.23 0.23 0.52 0.91 0.53 0.23 0.61 1.00 0.72 0.87 0.73 0.53 0.23 0.54 0.53 0.53
6 1 1 4 4 3 0 9 3 3 3 1 0 3 9 0 7 4 1 0 3 9 0 0
PRO 0.56 0.61 0.43 0.43 0.59 0.38 0.00 0.21 0.43 0.41 0.43 0.23 0.41 0.30 0.61 0.43 0.85 0.43 0.21 0.43 0.43 0.41 0.41
7 4 4 4 4 2 1 0 1 4 2 1 3 3 0 4 1 1 4 1 4 1 3 3
PRO 0.86 0.91 0.43 0.68 0.52 0.76 0.78 0.00 0.52 0.41 0.81 0.79 0.79 0.68 0.75 0.72 0.94 0.82 0.59 0.82 0.72 0.79 0.79
8 1 1 4 1 0 7 9 0 3 2 7 9 9 7 0 7 1 0 7 0 7 9 9
PRO 0.70 0.76 0.65 0.77 0.47 0.76 0.56 0.56 0.00 0.52 0.76 0.58 0.61 0.61 0.81 0.81 0.94 0.95 0.61 0.65 0.61 0.56 0.74
9 0 7 4 0 0O 7 6 6 0 0 7 8 6 6 7 7 1 0 6 9 6 6 9
PR1 0.66 0.66 0.66 0.48 0.47 0.47 0.58 0.49 0.48 0.00 0.47 0.66 0.71 0.58 0.49 0.52 0.87 0.66 0.68 0.53 0.52 0.66 0.66
o 0 o0 o o 7 7 8 9 0 0O 7 O O 8 9 6 4 0 7 0 6 0 0
PR1 0.68 0.68 0.38 0.18 0.45 0.09 0.56 0.27 0.23 0.52 0.00 0.18 0.23 0.32 1.00 0.61 0.87 0.53 0.21 0.23 0.31 0.48 0.48

1 1 4 3 1 0 9 3 3 3 0O 3 3 3 0 6 4 0 1 3 9 0 o0
PR1 0.83 0.81 0.52 0.47 0.52 0.47 0.76 0.29 0.41 0.34 0.81 0.00 0.31 0.52 0.81 0.81 0.85 0.82 0.13 0.36 0.52 0.52 0.77
2 8 7 3 4 0 O 7 0 2 0 7 0 9 0 7 7 1 0 9 3 0 6 7
PR1 0.86 0.76 0.38 0.38 0.47 0.76 0.58 0.29 0.38 0.29 0.76 0.68 0.00 0.58 0.58 0.76 0.81 0.87 0.65 0.57 0.79 0.81 0.31
3 1 7 4 4 0 7 7 0 4 0 7 1 0 7 7 7 7 4 8 0 8 7 9
PR1 0.86 0.86 0.38 0.38 0.38 0.38 0.70 0.22 0.38 0.41 0.67 0.48 0.41 0.00 0.70 0.72 0.85 0.68 0.21 0.43 0.43 0.66 0.66
4 1 1 4 4 1 1 0 3 4 2 8 0 3 0 O 7 1 1 1 4 1 0 O
PR1 0.48 0.48 0.18 0.18 0.20 0.00 0.38 0.16 0.18 0.50 0.00 0.18 0.23 0.30 0.00 0.23 0.85 0.48 0.21 0.23 0.23 0.48 0.18
5 0 0 3 3 1 0 6 1 3 1 0 3 3 0 O O 1 0 1 3 0 0 3
PR1 0.68 0.68 0.38 0.18 0.47 0.27 0.56 0.18 0.18 0.47 0.38 0.18 0.18 0.27 0.77 0.00 0.69 0.68 0.18 0.23 0.07 0.48 0.48
6 1 1 4 3 4 3 9 3 3 4 4 3 3 3 0 0 4 1 3 3 2 0 0
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Table 5. Concordance matrices (Continued)
At PRO PRO PRO PRO PRO PRO PRO PRO PRO PR1 PRI PR1 PRI PR1 PRI PR1 PRL PR1 PRI PR2 PR2 PR2 PR2
1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3
PR1 0.05 0.14 0.31 0.31 0.12 0.12 0.14 0.14 0.05 0.12 0.12 0.14 0.14 0.14 0.14 0.30 0.00 0.14 0.12 0.19 0.17 0.05 0.31
7 9 9 0 0 7 7 9 9 9 7 7 9 9 9 9 6 0 9 7 9 6 9 0
PRL 0.67 0.47 0.36 0.25 0.47 0.26 0.56 0.26 0.05 0.34 0.47 0.18 0.31 0.31 0.52 0.31 0.85 0.00 0.13 0.13 0.31 0.18 0.43
8 8 0 2 0 0 9 6 9 0 O O O 9 9 0 9 1 0 9 9 9 0 0
PR1 0.86 0.95 0.38 0.38 0.47 0.47 0.78 0.49 0.38 0.31 0.78 0.86 0.36 0.78 0.78 0.81 0.87 0.86 0.00 0.52 0.52 0.66 0.66
9 1 0 4 4 0 O 9 3 4 3 9 1 3 9 9 7 4 1 0 3 0 0 O
PR2 0.83 0.76 0.54 0.56 0.47 0.76 0.56 0.26 0.34 0.47 0.76 0.63 0.18 0.56 0.76 0.76 0.80 0.86 0.47 0.00 0.61 0.47 0.63
o 8 7 2 4 0 7 6 9 1 0 7 7 0 6 7 7 1 1 7 0 6 7 7
PR2 0.68 0.68 0.38 0.38 0.47 0.45 0.56 0.18 0.38 0.47 0.68 0.48 0.18 0.56 0.77 0.92 0.82 0.68 0.48 0.38 0.00 0.48 0.48
1 1 1 4 4 4 1 9 3 4 4 1 0 3 9 0 8 4 1 0 4 0 0 O
PR2 0.86 0.92 0.47 0.47 0.52 0.47 0.58 0.29 0.43 0.34 052 0.47 0.70 0.34 0.52 0.52 0.94 0.82 0.34 0.52 0.52 0.00 0.27
2 1 8 4 4 0 0 7 O 4 0 O 4 3 0 0 0 1 0 0 3 0 0 3
PR2 0.70 0.76 0.38 0.47 0.52 0.47 0.58 0.29 0.25 0.34 052 0.22 0.52 0.34 0.81 0.52 0.69 0.57 0.34 0.36 0.52 0.72 0.00
3 0 7 4 4 0 0 7 0 1 0 0 3 0 0 7 0 0 0 0 3 0 7 0

The next normalized table will be the index preference that will be compared to the first row with
other rows, even all rows must be compared one by one with other rows. The comparison results for each row
will form a two-dimensional matrix as shown in Table 5 which are called concordance matrices. with the help
of athreshold (average of the overall two-dimensional concordance matrices) which is obtained mathematically
by (7), with the resulting value of 0.5; while the discordance matrices in Table 6 with the help of a threshold
(the average value of the entire two-dimensional discordance matrices) is 2.95 which can be found using (8)
from the acquisition of the two concordance and discordance matrices through the process of multiplying the
two matrices for each location of the data element.

Table 6. Discordance matrices

Alt PRO PRO PRO PRO PRO
1 2 3 4 5

PRO

PRO PRO PR1 PR1 PR1 PR1 PR1 PR1 PR1 PR1 PR1 PR1 PR2 PR2 PR2

8

9 0 1 2 3 4 5 6 7 8 9 0 1 2

PR2

PRO 0.00 0.32 2.07 1.01 0.99
1 0 0 O 0 4
PRO 3.12 0.00 1.39 0.75 2.65
2 9 0 9 7 9
PRO 0.48 0.71 0.00 0.63 1.21
3 3 5 0 9 8
PRO 0.99 1.32 1.56 0.00 2.09
4 0 2 6 0 5
PRO 1.00 0.37 0.82 0.47 0.00
5 6 6 1 7 0
PRO 1.24 0.33 0.58 0.39 0.38
6 9 3 6 1 8
PRO 1.37 0.53 1.56 0.97 1.28
7 8 1 6 5 5
PRO 0.86 0.05 0.43 0.30 0.36
8 9 7 5 1 7
PRO 0.92 0.50 0.87 0.83 0.59
9 0 9 0 2 9
PR1 0.88 0.43 0.91 0.69 0.61
0 4 6 6 4 4
PR1 1.19 0.74 0.72 0.64 1.68
1 0 2 0 7 O
PR1 0.41 0.27 0.73 0.45 0.67
2 7 8 7 6 2
PR1 0.99 0.53 0.58 0.88 0.44
3 9 0 4 5 1
PR1 1.91 1.09 1.41 1.10 0.59
4 1 8 4 5 8

PR1 4.26 4.32 1.11 0.90 17.8
5 2 9 5 4 78

PR1 1.22 1.21 1.07 1.02 2.24
6 2 8 7 6 6
PR1 0.71 0.40 1.02 0.93 0.92
7 6 4 2 9 3
PR1 1.88 2.26 2.35 1.08 2.28
8 3 6 9 9 7

0.72

1.88

0.63

1.02

0.77

0.46

0.00

0.12

0.64

0.77

1.10

0.33

0.88

1.17

1.96

1.73

1.20

1.36
2

1.151 1.087 1.13 0.84 2.39 1.00 0.52 0.23 0.81 1.39 0.53 0.84 0.80 0.67 1.40

17.69
5
2.298
3.321
2.723
0.540
8.041
0.000
0.887
3.206
1.729
1.103
4.998
7.835

651.8
26

2.175

1.218

3.083

1 0 9 1 3 5 8 7 1 9 8 4 6
1.964 2.29 1.34 3.59 1.88 0.91 0.23 0.82 2.47 0.44 1.51 1.11 0.95 3.83
5 8 7 6 1 1 1 8 1 2 5 0 8
1.150 1.09 1.38 1.35 1.71 0.70 0.89 0.92 0.97 0.42 1.40 0.85 1.59 1.14
1 8 7 2 7 7 8 9 4 0 8 8 5
1.201 144 154 219 1.12 0.90 1.10 0.97 1.06 0.91 1.50 1.00 1.47 1.51
0 6 2 9 5 6 4 5 8 5 1 9 6
1.668 1.62 0.59 1.48 2.26 1.67 0.05 0.44 1.08 0.43 1.86 0.59 1.71 1.41
8 5 8 9 3 6 5 4 7 9 6 9 4
0.725 0.47 0.22 0.77 0.36 0.29 0.00 0.05 0.82 0.38 0.28 0.43 0.15 0.80
4 4 6 6 0 0 3 9 8 7 1 0 3
1.548 1.29 0.90 2.97 1.12 0.85 0.50 0.57 0.83 0.73 0.74 0.85 0.71 1.73
4 5 0 6 2 9 6 0 4 6 1 9 6
0.555 0.60 0.20 0.06 0.15 0.54 0.09 0.14 0.86 0.02 0.08 1.05 0.32 0.14
8§ 4 2 0o 1 2 8 1 6 5 6 6 7
0.000 0.33 0.83 1.00 0.73 0.21 0.27 0.56 0.91 0.00 0.89 0.40 0.87 0.69
7 2 0 2 7 4 6 1 6 5 2 0 3
2.964 0.00 0.62 1.52 2.74 1.49 0.18 0.41 1.00 0.55 1.58 0.80 1.11 1.28
0 8 1 6 8 9 9 0 7 0 3 4 8
1.203 1.59 0.00 0.96 1.54 0.69 0.00 0.29 1.60 0.37 2.55 0.79 1.19 1.74
3 0 0 5 5 0 8 1 7 2 1 4 4
1.000 0.65 1.04 0.00 0.50 0.35 0.25 0.76 0.77 0.07 1.01 0.65 0.92 0.85
8§ 2 0 6 4 9 1 2 2 2 9 8 3
1.366 0.36 0.64 1.97 0.00 0.26 0.18 0.63 0.57 0.68 0.65 0.34 1.30 1.30
4 7 8 0 8 6 5 8 7 4 5 0 5
4.611 0.66 1.43 2.82 3.73 0.00 0.60 0.59 0.97 1.03 6.78 0.96 1.11 6.04
8§ 8 7 8 0 4 3 7 3 9 6 8 8
5.28 ;170 3.86 5.79 1.65 0.00 1.14 2.32 0.66 6.14 1.39 2.71 12.0
5 4' 6 8 6 0 4 7 8 3 8 0 80
1.766 2.38 3.36 1.31 1.43 1.68 0.87 0.00 1.34 0.74 2.98 1.16 2.28 1.59
9 0 5 5 6 4 0 2 8 7 2 3 1
1.098 1.00 0.62 1.29 1.45 1.02 0.43 0.74 0.00 0.66 1.29 1.06 1.02 1.53
0 4 6 5 4 0 5 0 5 9 4 9 5
170.6 1.79 2.65 13.9 3.17 0.96 1.49 1.33 1.50 0.00 4.82 1.94 1.81 5.76
48 4 2 74 4 8 6 7 4 0 5 2 7 6

3.648

1.90

1.92

1.38

1.48

1.70

0.66

1.02

0.27

0.95

151

1.00

0.55

1.14

1.79

1.82

0.98

1.79

243
6
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Table 6. Discordance matrices (Continued)
At PROPROPROPROPRO PRO PRO PRO PRO PRLPRLPRL PRI PRLPRL PRI PRI PR PR1 PR2 PR2 PR2 PR2
1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3

PR1 1.17 0.66 0.71 0.66 0.53 3.48 1.34 2.274 1.117 0.63 0.39 0.98 0.57 0.14 0.16 0.33 0.77 0.20 0.00 0.20 0.71 1.39 0.65

9 8 2 5 5 5 6 0 3 2 9 7 7 3 5 0 7 0 7 4 1 4
PR2 1.23 0.89 1.16 0.99 1.67 231 1.17 1.990 2.490 1.24 1.26 1.51 1.11 1.03 0.71 0.86 0.94 0.51 3.05 0.00 1.00 1.28 1.19
0o 8 7 6 9 9 9 5 5 4 7 4 6 5 0 0 5 2 0 8 1 5
PR2 1.48 1.05 0.62 0.67 0.58 6.64 1.39 1.689 1.149 0.89 0.83 1.07 0.76 0.89 0.36 0.43 0.97 0.55 1.40 0.99 0.00 1.25 0.51
1 3 2 6 6 2 7 1 8 7 7 6 5 9 8 2 0 2 2 0 1 6
PR2 0.71 0.26 0.87 0.66 0.70 1.24 0.57 0.970 1.442 0.77 0.57 1.17 0.87 0.16 0.08 0.62 0.65 0.17 0.71 0.78 0.79 0.22 0.52
2 1 1 3 o0 7 5 6 6 3 2 5 5 3 8 1 3 9 0 9 3 5
PR2 0.52 0.52 0.72 0.67 0.58 1.51 0.97 2.006 1.047 0.66 0.99 1.79 1.36 0.55 0.54 1.01 0.55 0.41 1.52 0.83 1.93 4.47 0.00
3 5 0 3 5 7 0 6 1 1 3 9 6 9 2 7 1 8 7 9 8 0

The matrices will provide a rank for each row of the concordance matrices and the row of discordance
matrices which can be seen in Table 7 as a decision that can be taken by a professional in the field of
programmers that can be used as decision support, and others until they find a set of concordance sets and the
set of discordance, to be used as concordance and discordance matrices. From the results of the acquisition of
both concordance and discordance matrices, the last step is to perform the multiplication process of these
matrices to be used as the aggregation dominant matrices which is the result of multiplying the two matrices
as a decision-making. For the result of the process that has a value of one, it will provide decision support as
the chosen alternative and vice versa describes the decision support that is not selected for the alternative. To
determine whether the concordance matrices element is 1 or 0 you can use (9) and to determine discordance
matrices element is 1 or 0 you can use (10) and the product of the two concordance matrices with discordance
matrices the results are as obtained in Table 7 in the form of dominant matrices aggregation, can be done using
(12).

Table 7. Aggregation dominant matrices
PRO PRO PRO PRO PRO PRO PRO PRO PRO PR1 PR1 PR1 PR1 PR1 PR1 PR1 PR1 PR1 PR1 PR2 PR2 PR2 PR2 RESU
1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 LT

Alt

ERO ©o 0 0 00 00O 00 0O OO0 000000 0 0 0 0 0 0
1 0 0 0 0 10 0000000000000 0 0 0 2
;RO ©o 00 0000 0 03O0 0O 0 00 00 00 0 0 0 0 0
ZRO ©o 0 0 00 00O 00 0O OO0 O O0O0O0UOTU OO0 0 00 0 0
" 0 0 0 000 0000 0O0O0O0O0O0 D000 0 0 0 O
ERO ©o 0 0 0000 0 03O0 0O 0 00 00 00 0 0 0 0 0
;’RO ©o 0 0 00 00O 0 0 0O OO0 000000 0 00 0 0 0
0 0 0 0 000 00000 O0O0O0O0O0 D000 O 0 0 O
SRO ©o 0 0 00 00O 0 0 0O OO0 000000 0 00 0 0 0
™0 0 0 0 000 0000 O0O0O0 0000000 0 0 O
P10 0o 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 00 0000000 O0O0 000000 0 0 0
0 0 0 0 000 0000 O0O0O0 0000000 0 0 O
0 0 0o 0 0 0 00 00 00000 O0O0O0O0 00 1 0 1
gRl © 0 0 00 00O 0 0 0 0000 000 0 0 0 0 0 0 0
"0 0 0 0 000 0000 O0O0O0 0000000 0 0 O
PR 0 0 0 0o 0 0 0 0 0000000000000 0 0 0
gRl © 0 0 00 0O 0 0 0O OO0 0000 OO0 0 0 0 0 0 0
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Table 7. Aggregation dominant matrices (Continued)
PRO PRO PRO PRO PRO PRO PRO PRO PRO PR1 PR1 PR1 PR1 PR1 PR1 PR1 PR1 PR1 PR1 PR2 PR2 PR2 PR2 RESU

Aty 2 '3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 LT
1o 0 0 0 0 0 0000000000000 D00 0 0 0
20 0 0 0 000 0000 O0O0O0 0000000 0 0 O
"> 0 0 0 0 0 0 0 0 0 0 00 0 0 OO0 00O 0 0 0 0 0
P20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 00000 0 0 0 0
0 0 0 0 000 0000 O0O0O0O0O0O0O0 00 0 1 0 1

4. CONCLUSION

The MCDM-AHP collaboration method with ELECTRE provides optimal results in selecting
professional programmers through many criteria that have been passed and with the conditions of determining
criteria with contradictory conditions. The selection process from 23 programmers gave the best results using
the MCDM-AHP and ELECTRE elimination methods. Some programmers experience elimination which can
be seen from the results of the dominant matrix aggregation. The results showed that of the 23 programmers
who passed the selection process, 3 professionals in their fields had the highest dominant aggregation matrix
with a value of 2, namely PR02, while the weight value was followed by a dominant aggregation matrix with
a weight of 1, namely PR14 and PR23, while the others were removed automatically with the ELECTRE
elimination method through a soft computing base. Thus, the selection and evaluation process of professional
programmers using the MCDM-AHP and ELECTRE elimination methods can be proven in detail for decision
support based on the score of each alternative as a scientifically proven ranking as a form of proof of optimal
decision-making. The most important thing to note is the type of criteria whose understanding is contradictory,
especially concerning time.
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Judul :

Generation 4.0 of the programmer selection decision support system: MCDM-AHP and
EL ECTRE-€elimination recommendations

Menimbang : 1. Bahwa perlu diadakan pelaksanaan Tridharma Perguruan Tinggi dalam bentuk
Penelitian.
2. untuk Keperluan pada butir 1 (satu) diatas, maka perlu dibentuk tugas yang
berkaitan dengan penelitian yang dipublikasikan dalam Jurnal 1lmiah.

MEMUTUSKAN

Pertama : Menugaskan kepada saudara
Akmaludin SKom, MM SI
Sebagai Penulis yang mempublikasikan Penelitianya pada Jurnal [1miah.

Kedua : Mempunyai tugas sbb:

Melaksanakan Tugas yang diberikan dengan penuh rasa tanggung jawab.

Ketiga : Keputusan ini berlaku sgjak tanggal ditetapkan, dengan ketentuan apabila
dikemudian hari terdapat kekeliruan akan diubah dan diperbaiki sebagaimana
mestinya
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