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Abstract

This thesis focuses on developing theory and algorithms for the single-image
super-resolution problem based on filtering and learning methods. Our pro-
posed methods are divided into three categories.

First part, First-order Derivatives- based Super-resolution is filtering based
method. A single fast super-resolution method based on first-order derivatives
from neighbor pixels is proposed. The basic idea of the proposed method is
to exploit a first-order derivatives component of six edge directions around a
missing pixel; followed by back projection to reduce noise estimated by the
difference between simulated and observed images. Using first-order deriva-
tives as a feature, the proposed method is expected to have low computational
complexity, and it can theoretically reduce blur, blocking, and ringing artifacts
in edge areas compared to previous methods. Experiments were conducted us-
ing 900 natural grayscale images from the USC-SIPI Database. We evaluated
the proposed and previous methods using peak signal-to-noise ratio, structural
similarity, feature similarity, and computation time. Experimental results indi-
cate that the proposed method clearly outperforms other state-of-the-art algo-
rithms such as fast curvature based interpolation.

Second part, Super-Resolution via Adaptive Multiple Sparse Representation
is learning based method. We propose a super-resolution algorithm based on
adaptive sparse representation via multiple dictionaries for images taken by
Unmanned Aerial Vehicles (UAVs). The super-resolution attainable through
the proposed algorithm can increase the precision of 3D reconstruction from
UAV images, enabling the production of high-resolution images for construct-
ing high-frequency time series and for high-precision digital mapping in agri-
culture. The basic idea of the proposed method is to use a field server or
ground-based camera to take training images and then construct multiple pairs
of dictionaries based on selective sparse representations to reduce instability
during the sparse coding process. The dictionaries are classified on the basis
of the edge orientation into five clusters: 0, 45, 90, 135, and non-direction.



The proposed method is expected to reduce blurring, blocking, and ringing
artifacts especially in edge areas. We evaluated the proposed and previous
methods using peak signal-to-noise ratio, structural similarity, feature similar-
ity, and computation time. Our experimental results indicate that the proposed
method clearly outperforms other state-of-the-art algorithms based on qualita-
tive and quantitative analysis. In the end, we demonstrate the effectiveness of
our proposed method to increase the precision of 3D reconstruction from UAV
images.

Last part, Deep Residual Learning Super-resolution is learning based method.
The light and efficient residual network for super-resolution is proposed. We
adopt inception module from GoogLeNet to exploit the features from the low-
resolution images and residual learning to have fast training steps. The pro-
posed network called Deep Residual Learning Super-resolution (DRLSR). The
network is proven to have fast convergence and low computational time. It is
divided into three parts: feature extraction, mapping, and reconstruction. In
the feature extraction, we apply inception module followed by dimensional re-
duction. Then, we map the features using simple convolutional layer. Finally,
we reconstruct the HR component using inception module and 1×1 convolu-
tional layer. The experimental results show our proposed method can reduce
more than half of computational time from the-state-of-the-art methods, while
still having clean and sharp images.
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Chapter 1

Introduction

1.1 Background

Computer vision is a multidisciplinary field that deals with how computers can be use
to gain high-level understanding from digital images or videos. From the perspective of
engineering, it seeks to automate tasks that the human visual system can do [26]. Computer
vision tasks include methods for acquiring, processing, analyzing and understanding digital
images. It deals with the extraction of high-dimensional data from the real world in order
to represent it as numerical or symbolic information. There are many computer vision
algorithms such as object recognition and object tracking. To get accurate result, the input
images must be in acceptable quality and resolution. However, numerous object was taken
in low-resolution (LR) due to several reason such as small charge-coupled device (CCD)
sensors or image compression. Therefore, the ability of super-resolution (SR) to create
high-resolution (HR) image and enhance the quality to get more accurate result is necessary
as shown in Fig. 1.1.

Figure 1.1: The use of super-resolution in computer vision task

SR algorithms were motivated to solve the problems caused by digital imaging devices
[31]. The invention of digital scanners facilitate the conversion from paper-based docu-
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ments into digital images. However, the image quality was poor, in low-resolution, and
present some noise from COD sensors. With the goal of acquiring sharper and higher reso-
lution image, SR algorithms were developed to combine multiple input LR from repeatedly
scanning the same document with shifts and rotations.

Digital image data are unfortunately often at a lower quality than the desired one, be-
cause of several possible causes: spatial and temporal down-sampling due to noise degra-
dation, high compression, etc. When we consider still images, the new sources of image
contents, like the Internet or mobile devices, have generally a lower quality than high-
definition display standard. Moreover, if we consider the past production, there is an enor-
mous amount of images collected in the years, that are valuable but have a poor quality.
The need of increasing the resolution of an image can also be required by the particular
application context. Many applications, e.g. video surveillance and remote sensing, in fact,
require the display of images at a desired resolution, for specific computer vision tasks like
object recognition, zoom-in operations, or 3D reconstruction. For example, in Fig. 1.2,
we can clearly see that after preprocessing using SR algorithm, the accuracy of 3D model
increased. From these reasons, the urgency to improve the image quality is very important
issue.

Figure 1.2: The example of super-resolution algorithm in 3D reconstruction

With the improvement of computational capability and mobile imaging devices, single
SR has gained more attention with proven success. The fundamental difference is the
number of input LR images required for SR to produce HR image. Since there is merely one
input image, the formulation becomes an under-determined problem rather than an over-
determined one as posited in the classical SR research. Because the problem is ill-posed
and the available image data are limited, priors are exploited in the process to determine
the generated pixel intensities. Numerous methods have been proposed based on different
image properties and they can be roughly categorized into two approaches: filtering-based
(non-learning) and learning-based.
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Filtering methods include, among others, analytic interpolation methods, e.g. tradi-
tional bilinear and bicubic interpolation, which compute the missing intermediate pixels in
the enlarged HR grid by averaging the original pixel of the LR grid with fixed filters. Edge-
direction-based algorithms have been used to improve the limitation of traditional methods
by exploiting local features such as edges by adapting each interpolating surface locally and
assuming local regularity in a curvature. Once the input image has been upscaled to HR
via interpolation, image sharpening methods can be applied. Sharpening methods aim at
amplifying existing image details, by changing the spatial frequency amplitude spectrum
of the image: in this way, the existing high frequencies in the image are enhanced, thus
producing a more pleasant and richer output image.

Starting nineties, many powerful algorithms have been developed to solve different
problems in a variety of scientific areas. Among single-image SR methods, the other im-
portant category is represented by algorithms that make use of machine learning techniques
or learning-based approach. Although covering different meanings, machine learning can
be generally referred to as that branch of artificial intelligence that concerns the construc-
tion and study of algorithms that can learn from data. In SR, learning method aims at es-
timating missing high-resolution detail that is not present in the original image, by adding
new plausible high frequencies from the training data.

Several fundamental questions are still remained for single SR. In this thesis, we aim to
address some of these important issues. For example, what are the important structures that
can exploit and ensure for high-quality results? How to learn generating high-resolution
image patches from low-resolution with and without learning process? In summary, single
SR involves exploiting rich information contained in a single image. The challenges of
single SR include recognizing important visual artifacts, refilling the HR details, and ren-
dering them as faithfully and aesthetically pleasing as possible to be able to increase more
accurate result on doing computer vision task. Addressing these challenges effectively and
efficiently is the main motivation behind the research in this thesis.

1.2 Organization

Interested in the SR approach to the task of increasing the resolution of an image, and
intrigued by the effectiveness of filtering- and learning-based techniques, during this doc-
torate we mostly investigated the SR problem and the application to it. On filtering based
SR, we focus on reducing computational complexity by using only first-order derivative
which involve only subtraction operator. In the other hand, learning-based SR procedures
are patch-based procedures: the input image is partitioned into patches and from a single
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LR input patch a single HR output patch is estimated via learning methods by learning
the correspondences stored in the learned system. Finally, the whole set of estimated HR
patches is then reconstruct to finally build the super-resolved image.

Figure 1.3: Research flowchart

The rest of this manuscript is structured as illustrated in Fig. 1.3. We start with Chap-
ter 1 by explaining the introduction and motivation of our thesis. In Chapter 2, we give a
general overview of SR and going deeper into the classification. The novel filtering based
methods presented in Chapter 3 are a single fast SR method based on first-order derivatives
from neighbor pixels which exploit a first-order derivatives component of six edge direc-
tions around a missing pixel; followed by back projection to reduce noise estimated by the
difference between simulated and observed images. In Chapter 4, we presented an SR al-
gorithm based on adaptive sparse representation via multiple dictionaries for images taken
by Unmanned Aerial Vehicles (UAVs) which construct multiple pairs of dictionaries based
on selective sparse representations to reduce instability during the sparse coding process.
Then, to deal with very high non-linear relation between high- and low resolution images,
we exploit the deep learning capability to propose efficient and fast architecture of convo-
lutional neural networks based SR in Chapter 5. Finally, in Chapter 6 we end the thesis by
summarizing our accomplishments, drawing conclusions from them and discussing about
future directions.
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Chapter 2

Image Super-resolution

2.1 Introduction

Super-resolution (SR) is the process of obtaining high-resolution (HR) image from one
or more input low-resolution (LR). Numerous SR algorithms have been proposed and at-
tracted many researchers to investigate the theory and application of SR [22]. It is found
that SR can be applied in many practical applications such as image and video enhance-
ment, medical images analysis, text analysis, satellite imaging, facial recognition. They are
mainly divided based on the input and output image assumptions which can be categorized
into two different types: spatial or temporal. In the spatial domain, SR aims to create an
image with higher resolution and sharper image. While in the temporal domain, SR aims to
insert extra frames in the video. Spatial SR or image SR has many applications and is the
focus of this thesis. In the following, the term SR refers to algorithms in the spatial domain
unless mentioned otherwise.

Depending on the input image, SR is mainly divided into two types: single- and multi-
image SRs. Multi-image SR requires multiple images to acquire intrinsic characteristics.
It then combines the information to construct a higher resolution image. Multi-image SR
is highly suitable for video enlargement. It can exploit intrinsic characteristics that may
differ from one sequence to another as illustrated in Fig. 2.1. For example, Liu et al. [19]
proposed a Bayesian approach to adaptive video SR that involved simultaneous estima-
tion of underlying motion, blur kernel, and noise level to reconstruct original HR frames;
however, this approach has high computational complexity. Furthermore, the accuracy of
multi-image SR is highly dependent to the variation of input LR images which is unnatural
to obtain multiple images using common camera with different and complex motion, and
known parameters.

The other method, single-image SR, requires only a single image to construct a higher
resolution image. Single-image SR typically exploits the characteristics of the input image
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Figure 2.1: Basic premise for multi-image super-resolution [24]

and uses prior knowledge to learn the relationship between the LR and HR images. Single-
image SR filled the missing pixels by observed the input LR or training data as illustrated in
Fig. 2.2. Therefore, in this thesis, we focus on single-image SR which is highly applicable
to the real world.

Figure 2.2: Basic premise for single-image super-resolution

Based on the approaches [22], single-image SR can be divided into three approaches:
filtering-based, learning-based (non-direct examples), and reconstruction-based (direct ex-
amples). Each approach has published many research papers and designed for both specific
and general purpose. However, the reconstruction-based method is eliminated from this
dissertation because it requires high computational load for searching adequate instances
in the exemplar set. If the exemplar set is large, the load for searching adequate exem-
plars will be high. Moreover, reconstruction approaches did not require training phase
which make direct learning to the examples and produce more noise and instability during
enlargement process.
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The filtering methods were proven to have short computational time. However, it is hard
to achieve the optimal result. Furthermore, the learning-based methods was able to accu-
rately estimate the HR information by using training data but require long computational
time. The more detail description of these two approaches are explained in the following
sections.

2.2 Filtering-Based Approaches

Filter-based approaches focus on obtaining reasonably good result with short computa-
tional time. The focus of this approach is to be able to minimize the use of computational
resource and mainly works on spatial domain. The first conventional methods utilize low
complexity and easy implementation. The classic nearest neighbor, bilinear, and bicubic
interpolation methods have been widely applied for real-time processing in image viewers
and image-processing tools [23]. However, these methods produce unnatural images due to
excessive blurring and jagged artifacts [1]. Such conventional methods do not use a prior
model between HR and LR images, which plays a strong role in algorithm performance
relative to quality improvement.

Edge-direction-based algorithms, often called edge-adaptive algorithm, have been used
to overcome that limitation by exploiting local features such as edges [11, 18, 14, 15, 30].
For example, new edge directed interpolation (NEDI) [18] provides good results by adapt-
ing each interpolating surface locally and assuming local regularity in a curvature. Fast
curvature based interpolation (FCBI) [11], inspired by NEDI, obtains interpolated pix-
els by averaging two pixels determined by second-order directional derivatives of image
intensity. An improved version of the FCBI algorithm, i.e., iterative curvature based in-
terpolation (ICBI), which optimizes interpolated pixels using iterative correction has been
introduced [11]. Haris et al. [15] proposed the improvement of FCBI algorithm by in-
troducing single-image SR that extends from two to six directions and accommodates a
wide range of the interpolating directions of the missing pixels, then improve the result by
back-projection algorithm.

Many researcher explore on this approach because it is highly suitable for real-time
application due to its low computation and insensitivity to training data. Moreover, this
type of SR is very easy to implement. However, the result cannot produce sharper and
clearer HR image compare to learning-based approach.
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2.3 Learning-Based Approaches

Learning-based SR were first introduced in 1985 by [21] which used neural-network to
improve the resolution of fingerprint images. This approach can be divided into two types
of input domain: spatial- and frequency-based. In the spatial-based approaches, the SR
algorithm directly extracts the features or high frequency components from the pixel values.
However, in frequency-based approach, the input image first transforms to the frequency
domain, such as wavelet transform and fourier transform, then transforms back to spatial
domain.

Takeda et al. [28] generalized the use of spatially adaptive (steering) kernel regression,
which produces results that preserve and restore details with minimal assumptions about
local signal and noise models. An improvement of previous algorithm also proposed us-
ing adaptive enhancement and spatiotemporal up-scaling of videos without explicit motion
estimation [29]. However, this method is not robust and is sensitive to parameters such as
smoothing.

Danielyan et al. [4] proposed spatially adaptive filtering in the image domain and pro-
jection in a wavelet domain. Mallat et al. [20] introduced a class of inverse problem
estimators computed by adaptively mixing a family of linear estimators corresponding to
different priors computed over a wavelet frame. Demirel et al. [5] investigated discrete
wavelet transform to decompose the input image into different sub-bands. Celik et al. [2]
exploit a forward and inverse dual-tree complex wavelet transform to construct an HR im-
age from the given LR image. However, these methods are computationally very complex.

SR using sparse representation has become popular because of its ability to naturally
encode the semantic information of images [8]. By collecting representative samples in
order to create an over-completed dictionary, it is possible to discover the correct basis for
correctly encoding an input image. The studies by Yang et al. [32] and Zeyde et al. [33]
focused on using a single pair of dictionaries; intuitively, however, using a single pair of
dictionaries can produce many redundancies, which may cause instability during the image
reconstruction process.

The latest convolutional neural networks (CNNs) is used in many image processing
algorithm with large improvement in accuracy. On SR algorithm, Cao dong et al.[6] has
demonstrated a CNNs’ ability mapping LR to HR patches called Super-resolution Convo-
lutional Neural Networks (SRCNN). The method is constructed by a very simple and a
lightweight structure CNNs using two hidden layers and 3×3 filter size. Jiwon Kim et al.
[17] introduces Very Deep Convolutional Networks (VDSR), a very deep CNN with resid-
ual learning, which proven have accurate result but have critical issues on convergence
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speed. VDSR includes 20 layer of CNN using 3×3 filter size. The recent improvement has
been published. FSRCNN [7] demonstrated superior performance than previous SRCNN.
They focused on improving the current SRCNN and proposed faster and more accurate
algorithm. FSRCNN redesign the network using three main principal: deconvolution, di-
mension shrinking, and smaller filter.

2.4 Our Contributions

The SR algorithm is the core algorithm to support computer vision tasks, such as pattern
recognition and 3D reconstruction. It has the ability to transform the input image/video
to acceptable resolution for improving the accuracy of computer vision tasks. However,
in terms of the application, the requirements of each task are different and unique. For
example, in video streaming application, the SR algorithm has to offer low computation
algorithm without the use of training data to avoid the bottleneck during data transfer in the
network. In the application for satellite images, the training data is limited, the proposed
SR algorithm should be insensitive to training data. Moreover, in 3D reconstruction, the
details and quality of input images are necessary, we should use many training data to
improve the proposed SR algorithm.

The existing SR problems solved by varieties solutions offered by researchers. The
same with our research, we aim to offer various solutions which suitable for many ap-
plications depend on the requirements. Nowadays, the researchers focus on dividing SR
based on the theoretical approach as mentioned in the previous section. However, in the
application problems, the author found three main problems existed during SR algorithm
implementation: computational time, sensitivity to training data, and quality improvement.
Therefore, in this dissertation, we deeply investigate the SR based on the application prob-
lems which divided into three categories: non training data, limited training data, and un-
limited training data.

On non training data approaches which is low computational process, we proposed
filtering based methods using first-order derivatives from neighbor pixels on six edge di-
rections around a missing pixel, then followed by back projection to reduce noise estimated
by the difference between simulated and observed images. The next proposed method is
insensitive to training images. We develop an adaptive sparse representation via multiple
dictionaries based on selective sparse representations to reduce instability during the sparse
coding process using limited training data. Last, we propose a method where training data
is unlimited. In this case, we propose to use convolutional networks which has been proven
to construct the best image quality.
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In details, we also show the importance of feature variation in developing SR algo-
rithms. In our proposed methods, we focus to use multiple features, such as multiple edge
direction and convolution filter, to extract the contextual information from the input images
or videos. Moreover, we show that multiple feature extractions are not only able to increase
the quality of SR result, but also deliver efficient and low computation algorithm if treated
correctly based on the nature of the images.

In summary, we offer the solution for different problems based on the main imple-
mentation problem. We aim to develop SR algorithm as a service where the end user can
easily choose the required SR algorithm for each application. With many application re-
quirements, the end user can use our proposed methods easily and produce the expected
result.
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Chapter 3

First-order Derivatives- based
Super-resolution

3.1 Introduction

The need for a fast super-resolution (SR) method has become increasingly necessary due
to increased availability of SR hardware such as televisions and smartphones, which have
low computational capacity. Mobile devices have limited ability to enlarge images and
videos, which are still available in lower-resolution formats (such as older videos on the
Internet). The primary problem of an enlarging process is to predict missing areas using
existing pixels. Therefore, developing an algorithm to predict the most suitable pixel value
in the missing area effectively is extremely challenging.

Depending on the input image, SR is primarily divided into two types, i.e., single- and
multi-image SRs. Multi-image SR requires multiple images to acquire intrinsic character-
istics. It then combines the information to construct a higher resolution image. However,
in daily applications, it is unnatural to obtain multiple images using common camera with
known parameters. Single-image SR requires only a single image to construct a higher res-
olution image. Single-image super-resolution typically exploits the characteristics of the
input image and uses prior knowledge to learn the relationship between the low- (LR) and
high-resolution (HR) image. Therefore, our proposed method uses single-image SR which
is highly applicable to the real world.

Utilizing their low complexity and easy implementation, classic nearest neighbor, bilin-
ear, and bicubic interpolation methods have been widely applied for real-time processing in
image viewers and image-processing tools [23]. However, these methods produce unnatu-
ral images due to excessive blurring and jagged artifacts [1]. Such conventional methods do
not use a prior model between HR and LR images, which plays a strong role in algorithm
performance relative to quality improvement.
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Multi-image SR is highly suitable for video enlargement. It can exploit intrinsic charac-
teristics that may differ from one sequence to another. Liu et al. [19] proposed a Bayesian
approach to adaptive video SR that involved simultaneous estimation of underlying motion,
blur kernel, and noise level to reconstruct original HR frames; however, this approach has
high computational complexity.

Takeda et al. [28] generalized the use of these techniques to spatially adaptive (steer-
ing) kernel regression, which produces results that preserve and restore details with mini-
mal assumptions about local signal and noise models. An improvement that uses adaptive
enhancement and spatiotemporal up-scaling of videos without explicit motion estimation
has been proposed [29]. However, this method is not robust and is sensitive to parameters
such as smoothing.

Danielyan et al. [4] proposed spatially adaptive filtering in the image domain and pro-
jection in a wavelet domain. Yang et al. [32] designed a pair of sparse to construct an HR
image. Mallat et al. [20] introduced a class of inverse problem estimators computed by
adaptively mixing a family of linear estimators corresponding to different priors computed
over a wavelet frame. Demirel et al. [5] used discrete wavelet transform to decompose the
input image into different sub-bands. Celik et al. [2] used a forward and inverse dual-tree
complex wavelet transform to construct an HR image from the given LR image. However,
these methods are computationally very complex.

Edge-direction-based algorithms, often called edge-adaptive algorithm, have been used
to overcome that limitation by exploiting local features such as edges [11, 18, 14]. For ex-
ample, new edge directed interpolation (NEDI) [18] provides good results by adapting each
interpolating surface locally and assuming local regularity in a curvature. Fast curvature
based interpolation (FCBI) [11], inspired by NEDI, obtains interpolated pixels by averag-
ing two pixels determined by second-order directional derivatives of image intensity. An
improved version of the FCBI algorithm, i.e., iterative curvature based interpolation (ICBI),
which optimizes interpolated pixels using iterative correction has been introduced [11].

Learning from the FCBI algorithm, we propose single-image SR that extends from two
to six directions and accommodates a wide range of the interpolating directions of the miss-
ing pixels. The use of first-order derivatives can reduce computational complexity because
the main process uses only a subtraction operator. As mentioned before, previous inter-
polation methods have several drawbacks, including (1) blurring, blocking, and ringing
artifacts in edge areas; (2) less smoothness along edges; (3) discontinuity along edges; and
(4) high computational complexity. Therefore, a simple and fast mechanism to interpolate
edges based on the largest first-order derivatives is proposed to solve these problems. Ta-
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ble 3.1 shows a comparison of the proposed method and previous methods based on our
experiment results.

Table 3.1: Comparison between proposed algorithm and previous methods (⃝ = good, △
= normal, × = not good)

Method Computation Time Image Quality

Nearest neighbor ⃝ ×
Bilinear ⃝ ×
Bicubic △ △
KR[29] △ △
SpR[32] × ⃝
SME[20] × ⃝
FCBI[11] ⃝ △
ICBI[11] △ ⃝
NEDI [18] △ △
DFDF[35] △ △
Proposed ⃝ ⃝
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Chapter 4

Super-Resolution via Adaptive Multiple
Sparse Representation

4.1 Introduction

The use of unmanned aerial vehicles (UAVs) in agriculture has increased in recent years
[25, 9, 12]. The use of UAVs offers alternatives to manual breeding methods in agriculture,
which are laborious, time-consuming, unreliable, and often impossible to implement. For
example, high-frequency time series data are almost impossible to obtain without the use
of a UAV. Moreover, large-scale, hilly landscapes make it impractical to manually analyze
each tree individually using hand-held or ground-based devices. The use of UAVs can
overcome such limitations, and UAV imaging offers advantages in terms of high-resolution
data and precise 3D imaging.

Table 4.1: Comparison of agricultural monitoring systems (⃝ = superior, △ = average, ×
= poor).

Method Hand-held device Ground-based device UAV Aircraft Satellite

Frequency × △ ⃝ △ ×
Coverage × × △ ⃝ ⃝
Cost ⃝ △ △ × ×
User friendly ⃝ △ ⃝ × ×
Resolution ⃝ ⃝ △ △ ×

Examples of some of the advantages offered by the use of UAVs over traditional field-
based monitoring methods are listed in Table 4.1. UAV imaging can efficiently provide
high-frequency time series data, whereas aircraft and satellite systems are very complicated
and their use requires arrangements be made in advance. Hand-held and ground-based
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devices have short preparation times but require long execution times. In terms of coverage,
aircraft and satellites perform well because they can rapidly image several hectares in area,
but they produce low-resolution images. By contrast, UAVs can provide better resolution
as they have adjustable flight altitudes. Although hand-held and ground-based devices can
provide the best resolution because they can observe parts of plants in detail, they cannot
be used for large area and coverage or to produce high-frequency time series data. UAVs
also require lower expenditures than aircraft or satellite as UAV sensors are much cheaper.
As a UAV can be operated autonomously, control by the end user is much simpler. These
advantages make UAV utilization in agricultural monitoring quite useful by offering a new
perspective from which to monitor the ground with high precision [34].

The main problems in constructing 3D high-resolution maps using UAV images are
flight-time limitations and image quality from the target object. Taking aerial images of a
large field will consume a large amount of time, and to reduce time consumption, it is nec-
essary to set an optimum height for UAV flight. However, maximizing the height, which
increase the viewing perspective of the UAV and thus potentially reduces the flight time, re-
duces the optical detail of a target object. Therefore, it is necessary to use a super-resolution
(SR) technique to obtain higher-resolution, high-precision images of target objects [3].

Figure 4.1: DJI Phantom and Field Server sample images.

Field Server (FS) systems [10, 13] can be used for ground-based monitoring via a se-
ries of small sensor nodes equipped with a Web server that can be accessed via the Internet
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and communicate, unlike traditional sensor nodes, through a wireless LAN over a high-
speed transmission network. An FS system can be easily installed for remotely monitoring
field information anywhere. By including the functionality of a Web server in each mod-
ule, an FS system can collectively manage each module over the Internet, producing high-
resolution images that can be used as training images for an SR algorithm. A comparison
of FS and UAV images is shown in Fig. 4.1.

Depending on the input image, SR imaging is primarily divided into two types, i.e.,
single- and multi-image SR imaging. Multi-image SR requires multiple images to acquire
intrinsic characteristics; it combines the information from each image to construct a higher-
resolution image. In day-to-day applications, however, it is unusual to obtain multiple
images using a generic camera with known parameters. Single-image SR requires only a
single image to construct a higher-resolution image - a much simpler task than multi-image
SR. Single-image SR typically exploits the characteristics of the input image and uses prior
knowledge to determine the relationship between a low- (LR) and high-resolution (HR)
image. Our proposed method therefore uses single-image SR, which is highly suitable
for the use real world applications. Furthermore, training based on SR can produce better
prediction using a training model for enlarging images of phenotyping fields.

Owing to their low complexity and ease of implementation, classic nearest neighbor,
bilinear, and bicubic interpolation methods have been widely applied in image processing
[23]. However, such methods produce unnatural images due to excessive blurring and
jagged artifacts [1].

Multi-image SR is highly suitable for video enlargement. It can exploit intrinsic charac-
teristics that may differ from one sequence to another. Liu et al. [19] proposed a Bayesian
approach to adaptive video SR that involved the simultaneous estimation of the underly-
ing motion, blur kernel, and noise level to reconstruct original HR frames; however, this
approach has high computational complexity.

Edge-direction-based algorithms, which are applied to single-image SR and often termed
edge-adaptive algorithms, have been used to overcome computational complexity limita-
tions by exploiting local features such as edges [11, 18, 14, 15]. For example, new edge
directed interpolation (NEDI) [18] produces good imaging results by adapting each interpo-
lating surface locally and assuming local regularity of curvature. Iterative curvature-based
interpolation (ICBI), inspired by NEDI, produces interpolated pixels by averaging sets of
two pixels using second-order directional derivatives of the image intensity [11].

SR using sparse representation has become popular because of its ability to naturally
encode the semantic information of images [8]. By collecting representative samples in
order to create an over-completed dictionary, it is possible to discover the correct basis for
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correctly encoding an input image. The studies by Yang et al. [32] and Zeyde et al. [33]
focused on using a single pair of dictionaries; intuitively, however, using a single pair of
dictionaries can produce many redundancies, which may cause instability during the image
reconstruction process.

In this paper, we propose adapting multiple pairs of dictionaries that classify by edge
orientation in order to select the most suitable pair of dictionaries for a particular signal.
These dictionaries are obtained by determining bases from HR images produced by FS.
Following this, we discuss how input images from a UAV can be enlarged to obtain higher-
resolution images. Finally, we demonstrate the effectiveness of the proposed method in
reconstructing 3D images.
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Chapter 5

Deep Residual Learning
Super-resolution

5.1 Introduction

The availability of various types of images due to internet technologies provide big chance
for learning algorithm to learn image characteristic deeply. This opportunity has been
exploited by many researchers to develop robust super-resolution (SR) algorithms based on
learning approaches. The main goal of SR is to recover high-frequency information from
the input low-resolution (LR) image to be able to produce high-resolution (HR) one. Other
goal of SR algorithm is to increase the accuracy of computer vision task. The SR algorithm
is expected to reconstruct the LR input image in acceptable quality and resolution.

Currently, learning methods are widely used to map from LR to HR patches. Super-
resolution using sparse representation shows its popularity because of the ability to natu-
rally encode the semantic information of images [8]. By collecting representative samples
in order to create an over-completed dictionary, it is possible to discover the correct basis
for correctly encoding an input image. The studies by Yang et al. [32] and Zeyde et al. [33]
focused on using a single pair of dictionaries; intuitively, however, using a single pair of
dictionaries can produce many redundancies, which may cause instability during the image
reconstruction process.

Lately, convolutional neural networks (CNN) is used in many image processing al-
gorithm with large improvement in accuracy. On SR algorithm, Cao dong et al.[6] has
demonstrated a CNNs’ ability mapping LR to HR patches called Super-resolution Convo-
lutional Neural Networks (SRCNN). The method is constructed by a very simple and a
lightweight structure CNNs using two hidden layers and 3×3 filter size. Jiwon Kim et al.
[17] introduces Very Deep Convolutional Networks (VDSR), a very deep CNN with resid-
ual learning, which proven have accurate result but have critical issues on convergence

18



speed. VDSR includes 20 layer of CNN using 3×3 filter size.
The recent improvement has been published. FSRCNN [7] demonstrated superior per-

formance than previous SRCNN. They focused on improving the current SRCNN and pro-
posed faster and more accurate algorithm. FSRCNN redesign the network using three main
principal: deconvolution, dimension shrinking, and smaller filter.

In this paper, we propose fast convergence and low-computation convolutional network
for image super-resolution as shown in Fig. ??. Our proposed network is inspired by incep-
tion module and residual learning. GoogleNet [27] introduces inception concept which use
multiple type of filter size then combine it into one stream. This concept has been proven
in the 2015 ILSVRC challenge. While, residual learning introduces by He et al. [16] to
ease the training of networks and gain better accuracy.
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Chapter 6

Conclusion and Future Works

6.1 Summary

The work of this thesis focused on the study of super-resolution (SR) as a technique to
augment the spatial resolution of images, to a greater extent than conventional methods.
In particular, we adopted the single-image SR approach based on filtering and learning
methods. The filtering method predict the HR component based on curvature modeling
using first-order derivatives. Then, the SR procedure based on machine learning paradigm,
where the HR output image is predicted/estimated patch by patch: for each LR input patch
we compute a model on the basis of local examples and we use this model to predict the
related HR output patch.

In the first part, the main contribution is the extension of edge direction based on first-
order derivatives for single-image SR. In the proposed method, we employ six edge direc-
tions and first-order derivatives as a feature to extract the interpolation direction. This is
followed by a back-projection process to refine the image. The proposed method was im-
plemented and evaluated. The results of our evaluations show that the our proposed method
has the lowest computational complexity and demonstrates superior quality compared to
other methods. The experiment results from both quantitative and qualitative analysis show
that the proposed method outperforms previous method. Furthermore, the proposed method
can preserve image details and reduce artifacts, such as blurring and ringing around edges.

In the second part, an SR based on adaptive multiple pairs of dictionaries for UAV
images was proposed. The proposed method employs a classification based on edge orien-
tation to obtain selective patches by creating five clusters, each of which obtains a pair of
dictionaries Al and Ah. The proposed method was implemented and out-performed other
methods. The experimental results show the superiority of our proposed method for both
quantitative and qualitative analysis by preserving detail and reducing artifacts such as
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blurring and ringing around the edge. Our method was also proven effective for 3D recon-
struction and produced an image superior to the original image from a 10m height. The
use of a GPU application could further enhance our method by enabling opportunities to
decrease its computational time.

In the third part, we proposed Deep Residual Learning Super-resolution (DRLSR). The
network inspired by Inception module of GoogLeNet to produce multiple features during
feature extraction and reconstruction process. Our strategies ensure the network having fast
convergence and low computational time. The proposed network was assessed. The results
show that our proposed network can cut half of computational time from the the-state-
of-the-art network. Furthermore, our proposed network successfully exploit the Inception
module and residual learning in the SR approach.

In summary, Fig. 6.1 shows the summary of our dissertation. We aim to solve the
three main problems during SR implementation: computational time, sensitivity to training
data, and quality improvement. In the beginning, we focus to create low computation SR
algorithm which considered as filtering based method. Then, we investigate the ability of
multiple sparse coding in the SR approach with insensitivity from training images. Finally,
we develop efficient convolutional networks with superb quality compare to current-state-
of-the-art methods. Moreover, the proposed method from Chapter 3 can be used as inter-
polated method to produce middle or medium resolution which is used in Chapter 4 and 5
to create training pairs.

6.2 Future works and perspectives

Apart from the results, we are aware that our work is far from finished. In the last section,
we would highlight some questions as the future works.

First part is First-order Derivatives- based Super-resolution. The proposed method is
very simple and light. However, the edge direction can be wrongly interpolated and cause
some noise in the image. Currently, this noise can be polished by back-projection method.
For the next step, we need to observe the edge and texture modeling using first-order deriva-
tives. Furthermore, we can correctly interpolate the direction of the edge in the input image.

Second part is Super-Resolution via Adaptive Multiple Sparse Representation. Sparse-
based method is notably one of the-state-of-the-art in the super-resolution methods. It
has the ability to create basis to connect low-resolution image and high-resolution image.
However, the sparse and dictionary initialization is crucial for this method. We can observe
carefully the impact of the initialization. Moreover, the possibility of K-SVD giving the
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Figure 6.1: The summary of the proposed methods

local optimum solution is high especially using single dictionary. Therefore, the chance to
improve the current methods is high.

The last part is Deep Residual Learning Super-resolution. We aim to have light network
yet constructing clear and sharp HR image. In the experiment, we have not observed and
analyzed deeply regarding the advantages of Inception modules and various settings. The
current network have high possibility to be trapped in local optimum solution. In the future,
more efficient network is need to be designed to produce better quality of obtained HR
image.
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