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Abstract. Funds transfer is a series of orders from the sender whose purpose is to move
money from the sender to the recipient. The high interbank transaction fees imposed on each
bank makes people use an interbank money transfer application, interbank money transfer
transactions such as the Flip application are much in demand by the public because there are
no administrative fees imposed on users. Opinion of the users of the application is processed
using a text mining classification algorithm, namely the Näıve Bayes Algorithm and k-NN, the
two algorithms are compared to produce which algorithm has high accuracy in processing the
opinion of the flip money transfer application. Based on this matter, researchers conducted
a sentiment analysis of the Flip Application,K-Nearest Neighbor (k-NN). After conducting
research on sentiment analysis of Flip Applications, the Näıve Bayes classification algorithm
has an accuracy of 91.25% and an ROC curve with an AUC value of 0.500. Whereas K-Nearest
Neighbor has an accuracy of 85.25% and an ROC curve with an AUC value of 0.937. The Näıve
Bayes algorithm can be said to be ”good classification” and the public can make the decision
to use the Flip Application.

1. Introduction
Funds transfer is a series of orders from the sender whose purpose is to move money from the
sender to the recipient [1]. There are many ways to make money transfers [2], either using a
Bank or an Indonesian legal entity business entity not a Bank [1]. The high cost of interbank
transactions imposed on each bank makes people use an interbank money transfer application,
interbank money transfer transactions such as the Flip application are much in demand by
the public because there are no administrative fees charged to users. An application of money
transfers can be said to be good if the recommendations or opinions of the public are positive.
Opinions are used to ensure that services work as expected. This is known as sentiment analysis
of an analyst sentiment product or also called opinion mining [3]. User’s opinions on an e-
commerce website have a significant impact on product reputation [4]. To extract the opinions
from a digital product, a text mining method is needed. The ability to mine and analyze
data to find new knowledge based on feedback provided by customers will increase the benefits
obtained[5]. Analyzing online customer opinion becomes very profitable in business, through
analyzing the company’s sentiment can make an assessment or measurement of performance[6].
For this reason, a technique is needed to analyze and extract data from text collections provided
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by the user. One technique for analyzing sentiment is to use text mining. Text mining is a
very useful technique for gaining knowledge based on text[7]. Sentiment analysis techniques
have been carried out with several data mining methods, one of which is a popular method in
text mining, with the text classification algorithm, namely KNN[8]. Another popular method of
data mining used for feedback analysis is the Näıve Bayes classification technique, Näıve Bayes
can classify feedback accurately[8]. The advantages of the two text mining techniques above
can be used to mine text to review the use of the Flip Application. Text mining is used to
polarize comments or opinions from users into a number of positive or negative conditions. This
mining activity is carried out to determine the reliability of a digital product or application.
In this research data mining will be carried out in the form of opinions from Flip Application
users. Processing opinions or reviews both positive and negative using sentiment analysis with
the Näıve Bayes classification algorithm and the K-NN algorithm, the two algorithms will be
compared so that it will show which algorithm is more appropriate to use sentiment analysis of
the Flip Application

2. Method
To make this research, the research stages needed are outlined in figure 1

Figure 1. Research Methode.

2.1. Dataset
This research uses review data from the Flip financial application. Only 400 fold reviews were
used, consisting of 200 positive review data and 200 negative review data. The data is still
in the form of separate texts in the form of separate documents. Positive review data are put
together in one folder and given a positive name, while negative review data are put together in
one folder and given a negative name.

2.2. Pre-Processing
Pre-processing done include: a. Tokenization In this tokenize process, all the words in each
document are collected and the punctuation is removed and removed if there are symbols or
anything that is not a letter. b. Stopword Filtering The stopword filtering process is the step of
clearing texts of irrelevant words used as an index[10]. c. Stemming Porter The stemming porter
algorithm is the most widely used for English stemming[11]. Porter’s stemming algorithm looks
for basic words by eliminating affixes, the resulting word is sometimes ambiguous or confusing
due to inconsistent Indonesian morphological rules[12]

Naive Bayes The Naive Bayes algorithm is a popular method for categorizing text with word
frequency as a feature [13]. Naive Bayes is the best algorithm for classification used to classify
data based on probability. Näıve Bayes also known as Maximum a Posterior Näıve Bayes has
various advantages and disadvantages in various domains and algorithms that are fast and highly
scalable[14]

K-Nearest Neighbor The k-nearest neighbor algorithm (k-NN or KNN) is a method for
classifying objects based on learning data that is the closest distance to the object[15]. This
research was conducted in several stages. The following are some steps in creating a sentiment
analysis application using the K - Nearest Neighbor algorithm.
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The determinant of classification based on basic examples that do not construct explicit,
declarative representations of categories, but relies on category labels attached to training
documents similar to test documents is the K-Nearest Neighbor (KNN) algorithm. Application
finds k-nearest neighbors between training documents on test documents. The similarity score
for each neighboring document nearest the test document is used as the weight of the neighboring
document class[16] [17]. Equations for calculating neighboring levels of similarity between two
objects are (Nurdiana, Jumadi and Nusantika, 2016).

3. Results and Discussiont
Design model for this research outline in figure 2.

Figure 2. Research Methode.

a. Data collection The author collects sample data from Flip App reviews on the Play Store.
Reviews consist of 200 negative reviews and 200 positive reviews in Indonesian.

b. Data processing Preprocessing consists of:
1) Tokenization

Table 1. Results of the Tokenization Process

Review Tokenization

I just tried it, I was very interested, because the work of my
country children gave me a 5. star. Please help the transaction
process be improved somewhat accelerated .. Everywhere
customers must ask for a fast transaction. This is a bit longer
than my other T4 subscriptions ... I’m interested ... Just have
to be patient a little, .

I’m just trying to be really interested. Because of the work
of my children, I love the stars. Please help the transaction
process be improved somewhat. Where will the customer ask
for a fast transaction? It’s a little longer than my other
customers.
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2) Stopwords

Table 2. Results of the Stopwords Process

Review Stopwords

I just tried it, I was very interested, because the work of my
country children gave me a 5. star. Please help the transaction
process be improved somewhat accelerated .. Everywhere
customers must ask for a fast transaction. This is a bit longer
than my other T4 subscriptions ... I’m interested ... Just have
to be patient a little, .

I just tried to be really interested because the work of my
children, I love stars, please help the transaction process be
improved somewhat, which is where the customers will ask for
a fast transaction, this takes a long time compared to my other
customers, I’m just interested in being patient a little.

3) Stemming

Table 3. Results of the Stemming Process

Review Stemming

I just tried it, I was very interested, because the work of my
country children gave me a 5. star. Please help the transaction
process be improved somewhat accelerated .. Everywhere
customers must ask for a fast transaction. This is a bit longer
than my other T4 subscriptions ... I’m interested ... Just have
to be patient a little,.

I just tried to be really interested because the work of my
children, I love stars, please help the transaction process be
improved somewhat, which is where the customers will ask for
a fast transaction, this takes a long time compared to my other
customers, I’m just interested in being patient a little.

Next step after pre-processor is applying the datas to algorithms.
1) Näıve Bayes algorithm From 200 positive reviews and 200 negative reviews, in Table 4 we

found that 188 positive prediction reviews were positive, whereas 12 positive predicted reviews
were negative. While 23 positive prediction reviews turned negative and 177 negative predicted
predictions turned negative. The results of the accuracy of the application of the Rapid Miner
using the Näıve Bayes algorithm is 91.25% and the ROC curve with an AUC value of 0.500

Table 4. Confusion Matrix Näıve Bayes Algorithm.

True Positif True Negatif Class Predicition

Pred. Positif 188 23 89,10%
Pred. negative 12 177 93,65%
Class recall 94.00% 88,50%

Value of accuracy method by Näıve Bayes : 91.25% +/- 3.58% (micro average: 91.25%). The
ROC performance curve results from the data test results can be seen in Figure 3 below: AUC:
0.500 +/- 0,000 (micro average: 0.500) (positive class: negative)

2) K-Nearest Neighbor (k-NN) Algorithm From 200 positive reviews and 200 negative reviews,
in Table 5 we found that 174 reviews predicted to be positive turned out to be positive, while 26
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Figure 3. The ROC curve of the
Näıve Bayes algorithm.

reviews predicted to be negative turned out to be positive. While 33 reviews were predicted to
be positive and negative were 167 reviews that were negative were negative. The results of the
accuracy of the application of the Rapid Miner using the K-Nearest Neighbor Algorithm that is
85.25% and the ROC curve with an AUC value of 0.937.

Table 5. Confusion Matrix K-NN Algorithm.

True Positif True Negatif Class Predicition

Pred. Positif 174 33 84,06%
Pred. negative 26 167 86.53%
Class recall 87.00% 83,50%

The ROC performance curve results from the test data can be seen in Figure 4 below: AUC:
0.937 +/- 0.041 (micro average: 0.937) (positive class: negative). Näıve Bayes algorithm is

Figure 4. The ROC curve of theK-
NN algorithm.

known to have good performance and high accuracy results. It turns out that in the Flip
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Application assessment, the Näıve Bayes algotirma still has good performance, the Näıve Bayes
algorithm produces an accuracy of 91.25% and an ROC curve with an AUC value of 0.500.
Whereas K-Nearest Neighbor produces 85.25% accuracy and ROC curve with AUC value 0.937.

4. Conclusion
The conclusion of processing text mining data on a flip financial application by comparing or
comparing the Näıve Bayes algorithm and the k-NN algorithm produces information that the
Näıve Bayes algorithm in this research has a higher accuracy value than the K-Nearest Neighbor
(k-NN) algorithm. ), where the Näıve Bayes algorithm produces an accuracy of 91.25% while
the K-Nearest Neighbor produces an accuracy of 85.25% with a difference of 6%. An accuracy
can be said to be ”good classification” if the accuracy value is in the range 0.80-0.90 so that the
Näıve Bayes algorithm can be said to be ”good classification”.
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