Association rule implementation
using algorithm apriori to analize
fishing pattern in Indonesia

by Nita PDIK

Submission date: 20-Jul-2020 04:31PM (UTC+0700)
Submission ID: 1228505055

File name: revisi-jurnal_internasional_translate_inggris.doc (245K)
Word count: 2525

Character count: 13894



Association rule implementation using algorithm apriori
to analize fishing pattern in Indonesia

Titin Kristiana',Sukmawati Anggraeni Putri?, Nurmalasari®, Rani Irma
Handayani*,Nita Merlina
5, Norma Yunita®

Ef) Program Studi Sistem Informasi
Sekolah Tinggi Manajemen dan Informatika
JI Damai No .8 warung Jati rat (Margasatwa) Jakarta Selatan
Titin.tka@nusamandiri.ac.id
Sukmawati.sap @ fffkamandiri.ac.id
Nurmalasari.nmr@nusamandiri.ac.id
Rani.rihf@nusamandiri.ac.id
nita@nusamandiri.ac.id
Norma.nyt@nusamandiri.ac.id

There are more than 80 species of fish caught by fishermen in the sea of Indonesia. To find out what
kinds of fish mostly caught, it is necessary to analyse the data pattern of fich being caught. The
activities of searching and associating the data pattern are closely related to data mining technique
that being used to discover the rules of association of items. In this associative rule method, there are
two process can be used: the process of generating frequent itemset and finding associative rules.
The Frequeiflilemset Generation is a process to get the connection of the itemset and the value of the
association based on the value of support and confidence. The algorithm used to generate the
frequent itemset is Apriori Algorithm. The Apriori Algorithm has a weakness in the extraction of the
appropriate feature of the used attributes. This condition causes the rules formed in large number.
This research applies Apriori Algorithm based on principal component analysis to obtain more optimal
rules. After the experiments using the apriori algorithm applied with the magnitude @ = 30, minimum
Support 80% and Confidence 80%, the result of the rule formed are totally 82 rules.
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1. INTRODUCTION

As an Archipelago, Indonesia has huge and diverse fishery potential. Widely known that Indonesia
has 17,508 islands with 104,000 km long coastline and 70% (5.8 million km2) ocean. (PUSDATIN, 2011).
Utilization of marine resources stored in the territorial waters of the archipelago to date need to get adequate
attention considering the amount of potential stored in marine resources. When compared with the total area
of the oceans owned by Indonesia then the government's efforts in exploiting the potential of marine still
needs a lot of improvement. Marine fisheries resources are one of the important aspects of marine resources
that need to be explored and developed. The potential of fisheries in Indonesian waters is known to be
abundannt, considering Indonesia's waters are tropical regions with rich plankton content, as a gathering place
for fish.

Fishing is an activity that aims to obtain fish in waters that are not cultivated by any means or means,
including activities that use ships to build, transport, store, cool, or preserve. (Yaya Mulyana, 2008). It has
been very well known that there are various types of fish, more than 80,00 species, caught by fishermen in the
sea of Indonesia. To find out the information of the specific types of fish being caught, it is necessary to
analyse the data pattern of the fish

This searching o data large-scale data associative patterns or relationships are closely related to data
mining . Association of mining rules is a method of mining data to produce associative rules between




combinations of items. One of the stages of association analysis is to produce an efficient algorithm with the
analysis of the highest frequency pattern (Kusrini, 2009). In the association rule method, there are two
processes; they are the Frequent Itemset generation process and the excavation of association rules.
Generation Frequent ltemset is a process to get related itemsset, and it has a value of association based on
the support and confidence value. The algorithm that is often used to produce itemset is the Apriori Algorithm.

Association rule using Apriori Algorithm is used for analysing the data pattern of fish caught.. (Tyas,
2008), The Hybrid Approach is a Feature Selection for Mining Large Size Rules to support Information
Strengthening (Balamurugan P. r., 2009)

2. RESEARCH METHODS

Research is an activity aimed at making an original contribution o science (Dawson, 2009). In the
context of a study, the method approaches used to solve problems include: collecting data, formulating
hypotheses or propositions, testing hypotheses, interpretation results, and conclusions that can be evaluated
independently by others (Berndtsson, Olsson, & Lundell, 2008). Meanwhile, according to (Dawson, 2009)
there are four research methods commonly used, including: Action Research, Experiment, Case Study, and
Survey.

In the experimental research method, there are several stages of research conducted as follows:

1. Daia collection

This section describes how and where the data in this study obtained, there are two types of data collection,
namely primary data collection and secondary data collection. Primary data is data collected first to see what
really happened. Secondary data is data previously made by someone either published or not (Kothari, 2004).
Primary data collection can be obtained from {lerview models of respondents, as well as by observation
model of a body under study (Gray, 2004). At this stage determined the data to be processed. Search for
available data, obtain additional data required, integrate all data into data sets, including variables required in
the process.

2. Preliminary data processing
This section describes the early stages of data mining. Preliminary data processing involves the process of
inputting data into required formais, grouping and determining data attributes, and split data for use in the
learning and training process.

The proposed model

At this stage the data is analyzed, grouped which variables are related to each other. After the data is
analyzed and applied the models according to the data type. Data sharing into training data and test data is
also required for modeling

3. Experiments and model testing
In this section described the experimental steps include ways selection of appropriate architecture of the
proposed model or method to abtain results that can prove that the method used is appropriate.

4. Evaluation and validation of results

In this sedZbn conducted evaluation and validation of the results of application of the research model

conducted to determine the level of accuracy of the model. The amoull of initial data obtained from data

collection that is as much as 1,200 data, To obtain quality data, the data cleaned and transformed the desired

shape so that it can be daone in preparing the model. For that required techniques to filter data training or

known as preprocessing techniques (Witten, Frank, & Hall, 2011). Where the results of preprocessing

techniques produce different attributes. The following table results of preprocessing techniques ((Han &

Kamber, 2007) are:

a. Data cleansing is used to clear empty values, inconsistent or missing data (missing value and noisy).

b. Data integration is used to unify different storage places into the same storage area. In this case data is
taken from the data warehouse that is customer data and sales transaction data.

¢. Data reduction, where the amount of tuple data used for training data is too large and only a few attributes
are required, so unnecessary attributes will be removed. If there is the same tuple then use only one tuple
only.

Modeling stage to complete the fish catch pattern analysis using two methods namely a priori algorithm
and principal component analysis algorithm
1. Apriori algorithm is a method to find frequent itemset run by a set of data




The model proposed in the research on fish catch pattern analysis is by applying a priori algorithm using
principal component analysis. Application of a priori algorithm determines the itemset with support and
confidence first. Then get the value of the ratio of the itemset that formed. While the a priori algorithm based
on principal component analysis determines the largest cumulative variance of the transformation results so
as to form a more efficient rule for solving the problem
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After going through the cleaning process there are 437 records of fish catch data, with 31 species of fish to be
used in association rules. In the table below can be seen 31 types of fish that will be used in association rules.

Table of attribute names used

No Types of fish No Types of fish
1 Beronang kuning 16 Kerapu bebek

2 Beronang lingkis 17 Kerapu karang

] Biji nangka 18 Kerapu karet

4 Gabus Laut 19 Kuniran

5 Gulamah/Tigawaja 20 Kurau

8 ikan gaji 21 Kurisi

7 Ikan kakap merah/Bambangan 22 Kuro/senangin

8 ikan lidah 23 Layur




g Ikan sebelah (Terompa) 24 Lencam
10 Ikan sebelah mata kir 25 Manyung
11 Jenaha 26 Pari burung
12 Kakap Batu 27 Pari hidung sekop
13 Kakap Merah 28 Pari kekeh
14 Kakap putih 29 Pari kembang/Pari macan
15 Kapas-kapas 30 Remang
k3| Swanggi

From this training data will be used to analyze the data. The algorithm steps in the association rule are:
1. Determine the magnitude of ®, the minimum value of support and the minimum value of confidence.
2. Determine all frequency itemsset frequently.

3. For each frequency itemset do the following:

a. Take an element, name it s

b. For the rest call ss-s

c. Enter the attributed elements into the rule if (ss-s) then s.

From training data to be used, first determined.:

1. Determine the magnitude:

a. magnitude ®, ie = 30

b. the value of minimun support = 80%

¢. the minimum value of confidence = 80%

2. Determine all frequencies of frequent itemsets from training data.
In this step, a set of frequent itemsets is prepared, ie a temset having a minimum set of itemset frequencies of
® = 30, as defined in the first step, which begins with the following 1-item set:

F, = {{ Beloso/buntu kerno}, { Beronang kuning}, { Beronang lingkis}, {Biji nangka}, {Gabus Laut},
{Gulamah/Tigawaja}, {ikan gaji}, {lkan kakap merah/Bambangan}, {ikan lidah}, {lkan sebelah
(Terompa)}, {lkan sebelah mata kiri}, {Jenaha}, {Kakap Batu}, {Kakap Merah}, {Kakap putih},{Kapas-
kapas}, {Kerapu bebek}, {Kerapu karang}, {Kerapu Kkare}, {Kuniran}, {Kurau},{Kurisi},
{Kuro/senangin}, {Layur}, {Lencam}, {Manyung}, {Pari burung}, {Pari hidung sekop}{Pari kekeh},
{Pari kembang/Pari macan}, {Remang}, {Swanggi}}

After that proceed with discussing each 2-itemset follows:
F, ={{Beloso/buntu kerno, Biji nangka}, {Beloso/buntu kerno, Kerapu karang}, {Beloso/buntu kerno, Layur},
{Beloso/buntu kemo, Manyung}, {Beloso/buntu kerno, Pari kekeh}, {Beloso/buntu kerno, Swanggi},
{Biji nangka, Layur}, {Biji nangka, Manyung}, {Biji nangka, Swanggi}, {Gulamah/Tigawaja, lkan
kakap}, {Gulamah/Tigawaja, Ikan sebelah mata kiri}, {Gulamah/Tigawaja, Kakap putih},
{Gulamah/Tigawaja, Kapas-kapas}, {Gulamah/Tigawaja, Kerapu karang}, {Gulamah/Tigawaja,
Kuniran}, {Gulamah/Tigawaja, Kurisi}, {Gulamah/Tigawaja, Layur}, {Gulamah/Tigawaja, Manyung},
{Gulamah/Tigawaja, Pari burung}, {lkan kakap merah/Bambangan, Kurisi}, {lkan kakap
merah/Bambangan, Layur}, {lkan kakap merah/Bambangan, Manyung}, {Ikan sebelah mata kiri,
Kakap putih}, {lkan sebelah mata kiri, Kapas-kapas}, {Ikan sebelah mata kiri, Kerapu karang }, {Ilkan
sebelah mata kiri, Kuniran}, {Ikan sebelah mata kiri, Kurisi }, {lkan sebelah mata kiri, Layur}, {Ikan
sebelah mata kiri, Pari burung}, {Kakap Merah, Manyung}, {Kakap putih, Kapas-kapas}, {Kakap
putih, Kerapu karang}, {Kakap putih, Kuniran}, {Kakap putih, Kurisi}, {Kakap putih, Layur}, {Kakap
putih, Pari burung}, {Kapas-kapas, Kuniran}, {Kapas-kapas, Kurisi}, {Kerapu karang,
Kuniran},{Kerapu karang, Kurisi}, {Kerapu karang, Layur}, {Kerapu karang, ManyungKerapu karang,
Manyung}, {Kerapu karang, Pari burung}, {Kerapu karang, Swanggi}, {Kuniran, Kurisi}, {Kuniran,
Layur}, {Kuniran, Pari burung}, {Kurisi, Layur}, {Kurisi, Lencam}, {Kurisi, Manyung}, {Kurisi, Par
burung}, {Kurisi, Swanggi}, {Layur, Lencam}, {Layur, Manyung}, {Layur, Pari burung}, {Layur, Pari
kekeh}, {Layur, Swanggi}, {Lencam, Manyung}, {Manyung, Pari kekeh}, {Manyung, Pari
. kembang/Pari macan}, {Manyung, Swanggi}, {Pari kekeh, Swanggi}}
1
The rule used is if x then y, where x is antecendent and y is consequent. Based on the rule, it takes two
items which o of them as antecendent and the rest as consequent. From the second step obtained One
item Fk that is F2. F1 is not included because it only consists of 1 item only. For antecedent may be more than
1 element, while for consequent consists of 1 element




3. THERESULT OF THE RESEARCH AND DISCUSSION

The result of model testing of the analysis of fish catching pattern with a priori algorithm and a priori algorithm
of experimental results using a priori algorithm with the amount ® = 30, min 80% Support and min Confidence
80% shows that the rules formed are amounted to 82 rules as seen in the picture below.
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After that, the experimental results with the application of feature extraction are applied using principal
component analysis for rule efficiency. Results Maximizes Mutual Information on Gaussian Data, with entropy:

Py .
logy(e{2n) -—;lng;det_(}lw

H(y) = - | ply)logy ply)dy =

3

4. CONCLUSION

This study shows the results of the experiments conducted to analyse the fish caiching patterns. It can be
concluded that the results of the experiments using a priori algortima with the amount of ® = 30, min 80%
Support and min Confidence 80% shows the rules formed amounted to 82 rules. Thus, from the above model
test results, it can be said that the a priori algorithm can solve the problem in the analysis of fish catching
patterns. From the results of the tests that have been done and the results of conclusions given, it could be
suggested that:

1. The data used should be the newest data because the results of the analysed data can be used for making
and composing the strategies of fishing.

2. The researcher should pay more attention on the dimension or the number of items in the data set because
it will require lots of space to store the calculation of support for each item

3. The researcher could develop another association rules algorithm, such as quantitative association rule and
generalized association rule algorithm.
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