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Abstract: Rice is the main commodity in Indonesia both for consumption and in terms of production. The increasing number of Indonesian population 
resulting in increased demand for rice is a problem that must be faced by the government to maintain national food stability. Currently Indonesian rice 
productivity data is available at the Central Statistics Agency and at the Ministry of Agriculture. The data is used in descriptive and diagnostic analysis. 
Descriptive analysis uses clustering, data visualization and entropy. The diagnostic process uses an entropy-based classification to see factors of 
production. The entropy function used is Shannon and Renyi Entropy. The results of using entropy in the description analysis show that production 
attributes have a higher level of uniformity. The results of entropy in the classification show that there are differences in the decision tree that results from 
Shannon and Renyi entropy. In this case Renyi Entropy has better accuracy.. 
 
Index Terms: Shannon Entropy, Renyi Entropy, Diagnostic Analysis, Rice Productivity 

——————————      —————————— 

 

1 INTRODUCTION                             
The agricultural sector is a very important sector its role in the 
economy in most developing countries, especially in 
Indonesia. The role of the agricultural sector is to 
accommodate the population and provide employment 
opportunities for the population. Rice is a food commodity that 
as the main food ingredient in Indonesia. The disruption of rice 
production and supply will have a significant impact on other 
sectors such as the economy and community welfare. 
Indonesia was once one of the leading rice producing 
countries in the world. In 2014, Indonesia was the largest rice 
producer in the world after China and India. However, in recent 
years Indonesia has carried out an import policy of around 3 
million tons of rice each year from Thailand and Vietnam with 
the aim of securing the country's rice reserves. Rice 
commodity is the most strategic commodity that optimization of 
comprehensive data management is needed. Integrated data 
on rice production, consumption and prices greatly affect 
government policies for imports and also the decision of 
farmers to plant rice . At present national food data is sourced 
from all regions managed by the Ministry of Agriculture and 
published by the Central Statistics Agency. Management of big 
data (especially rice commodities) is important not only for the 
government but also for farmers and stakeholders. Descriptive 
analysis is needed to provide a good overview of the available 
data, in this case the data used is sourced from the Central 
Statistics Agency and from the Indonesian Ministry of 
Agriculture.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Diagnostic analysis is used to look at national rice productivity 
factors. Research on rice commodities has been widely 
carried out as by [1] who has conducted a review of machine 
learning using multivariate data analysis methods used in food 
safety. Predictions regarding production results have been 
carried out by [2] who use the SVM model for predictive 
analysis. The model is also combined with weather conditions 
as input variables. Research [3] discusses the diagnosis of 
rice disease using images. The study used the SVM model 
with an accuracy of 87.9%. Research [4] uses predictive 
analysis to estimate the origin of rice samples. The model 
used is EL / RF with an accuracy of 93.83%. The majority of 
research in rice is a predictive model. The contribution of this 
paper is in the development of Shannon and Reny entropy for 
the descriptive analysis of categorical data with different 
number of events per attribute. Development is also done by 
modifying the decision tree algorithm for the classification 
process which also uses Shannon and Renyi Entropy. Entropy 
implementation has been carried out by [5], [6] and [7]. 

 
2 MATERIAL AND METHODS 
 
2.1 Material 
Data on rice commodities has been available both at the 
Ministry of Agriculture (https://www.pertanian.go.id) and the 
Central Statistics Agency (https://www.bps.go.id). This fact 
shows that data and research are available to support national 
food policy. This paper aims to look at the descriptions and 
factors that influence national rice production based on 
Shannon and Renyi Entrophy. The data used as the target 
class is Indonesian rice productivity data from the Ministry of 
Agriculture for 2014 - 2018 which can be downloaded at the 
following address 
https://www.pertanian.go.id/home/?show=page&act=view&id 
61. Data on the area of rice production and rice production 
was obtained from the Ministry of Agriculture. While the 
regional topographic data, geographical, informal workers in 
the agricultural sector are sourced from the Central Statistics 
Agency ( https://www.bps.go.id/linkTableDinamis /view/id/). A 
description of the data before pre-processing can be seen in 
Table 1. 
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TABLE 1  
Data Description Before Pre-processing 

 
 
2.2 Method 
The stages of the research used were modified from KDD [8] 
which were integrated with the descriptive and diagnostic 
stages of [9] as follows:  
1. Data collection, in this stage the data is collected from 

various trusted sources. this study uses sourced data from 
the Central Statistics Agency and from the Indonesian 
Ministry of Agriculture. 

2. Preprocessing data, in this stage the process of data 
discretization is done by changing the numeric data into 
categorical data. The discretization process uses the k-
means cluster algorithm [10]. The process of determining 
the number of clusters is based on BPS reports [11] and 
histogram analysis. 

3. Descriptive analytics, is the stage where will be seen how 
the data display after data processing. In this stage the 
uniformity of data will also be seen using entropy-based 
analysis, in this case using Shannon and Renyi entrophy 
[12] as follows: 
Let H(P) contained in a series of opportunities p_i ... p_N 
should fulfil the requirements:  

 H(P)  continue function at p_i;  

 if the opportunities of p_i are equal (p_i=1/N) then H(P) 
must be a Monotonous function rom N;  

 H(P) can be an additive function.  
Shannon proved that the following function H(P) fulfills the 
three conditions above, where K is a positive constant. This 
function became known as Shannon Entropy.  
   (1) 
He expansion of Shannon's original work has produced 
many alternative steps of information or entropy. For 
example, Renyi entropy  H_q (P) is obtained by removing 
the third requirements from Shanon. Renyi entropy is 
formulated as : 

              (2) 
In comparing the size of 
entropy with different attributes, for the same number of 
events (i), the more uniform the data, will impact to the 
higher the value of entropy. The number of scales in the 
attribute also affects the value of the entropy. In the case of 
uniform distribution, the greater the number of events (i), 
will impact to the higher the entropy value. To compare the 
entropy value of different attributes of events, for example, 
defined Hs is the entropy value for uniform data of an event 
(i) of number s. ∆H is defined as the difference between Hs 
and H 

              (3) 
where the smaller the value of ∆H, it means the closer to 
the form of events with a uniform opportunity. 

4. Diagnostic analysis, historical data can be measured 

against other data to answer the question why something 
happened. It is possible to explore, determine 
dependencies, and identify patterns. In this stage the 
classification process is carried out by modifying the 
entropy value calculation on the Decision Tree algorithm 
[20] where in the process initially using shannon entrophy 
(1) then modifying it using Renyi Entropy (2). In this paper 
we compare the results of the tree using Shannon and 
Renyi Entropy.  

5. Evaluation, by using error analysis [13] based on the 
results of the tree obtained in step 4.  

6. Knowledge, the use of KDD results to be considered 
further 

 
In summary, the modified KDD process carried out can be 
seen in the following figure: 

 

 
 

Fig. 1. Research Method 

 
3  RESULTS AND ANALYSIS 
 
3.1 Praproses 
The discretization process is carried out on the available data 
using the k means cluster algorithm and histogram analysis. 
Data trends are obtained based on the results of the linear 
regression model for each province where the positive trend 
shows that production growth tends to increase every year 
and the negative trend shows a trend of decreasing production 
each year. The results of data processing can be seen in 
Figure 2. 

 
 

Fig2. Cluster Results Map According to Attributes 
 
3.2 Descriptive Analytics 
Description of data based on preprocessed data can be seen 
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in Table 2. From Table 2 an analysis of data uniformity will be 
done using Shannon and Renyi Entropy. The results of data 
analysis using Shannon and Renyi Entropy can be seen in 
Table 3From table 3 it can be seen that the production attribute 
is the attribute with the smallest ∆H (also ∆Hq) value, which 
means that the attribute tends to have a chance of occurring 
close to uniformity. Shannon and Renyi Entropy provides the 
same results regarding the order of uniformity of attributes, 
even though the resulting values vary. 

 
TABLE 2  

Description of Cluster Results Data 

 
 

TABLE 3 
Descriptive Analysis using Entropy 

 
 
3.3 Diagnostic Analytics 
The gain value in Decision Tree is the value obtained from the 
Entropy value of a Target class reduced by the entropy value 
of The higher the information gain, will impact to the more the 
reduction in entropy, and the better the split-point. Thus, given 
split points and their corresponding parts, we can score each 
split point and choose the one that gives the highest 
information gain [10]. Gain calculation results based on 
Shannon and Renyi Entropy for the first iteration can be seen 
in Table 4. 
 
 
 
 
 

 
TABLE 4  

Gain Calculation Results based on Shannon and Renyi 
Entropy 

 
 

From Table 4 it can be seen that for Shannon entropy the most 
influential attribute on productivity is land area. In contrast to 
the highest gain values in the Renyi Entropy. The most 
influential value is Production. This causes different tree 
results. Figure 3 is the result of Decision Tree using Shannon 
Entropy, while Figure 4 is the result of Decision Tree using 
Renyi Entropy  
 

 
 

Fig 3. Effect of Productivity in the form of Decision Tree based 
on Shannon Entropy 

 

 
 

Fig 4. Effect of Productivity in the form of Decision Tree based 
on Renyi Entropy. 
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3.4 ANALYSIS 
The evaluation process is done by looking at the accuracy of 
the data with the model. Evaluation of the Decision Tree model 
to the available data shows that the accuracy value generated 
from the Decision Tree model with an Shannon Entropy is 
47.06%. While the accuracy of the Decision Tree model using 
Renyi Entropy is 58.82%. In this case it shows that the 
accuracy of Renyi Entropy is superior when compared to 
Shannon Entropy. 
 

4 CONCLUSION 
The implementation of Shannon and Renyi entropy has been 
carried out on Indonesian rice production data from Central 
Statistics Agency and the Ministry of Agriculture. The results of 
the application of data clustering show that the production data 
has higher entropy values than the broad attributes and trends 
which indicate that the production attributes have a higher 
level of uniformity. There is no difference in the results in the 
order of attributes based on the results of the value of 
Shannon and Renyi entropy. The results of the application of 
Shannon and Renyi entropy in the classification show different 
tree results and accuracy. In this case the classification model 
based on Renyi entropy has better accuracy. The challenge of 
future research is to improve the performance of the 
classification model.  
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