
Classification of Tomato Plant Diseases through Leaf 

using Gray-Level Co-Occurrence Matrix and Color 

Moment with Convolutional Neural Network Methods 

Anton1[1-2] Supriadi Rustad 2[1] Guruh Fajar Shidik 3[1] Abdul Syukur 4[1] 

1 Universitas Dian Nuswantoro, Semarang 
2 STMIK Nusa Mandiri, Jakarta 

Abstract. Tomato is a fruit vegetable source of vitamins and minerals, in addi-

tion to being consumed as fresh fruit it can also be processed into food industry 

raw materials such as fruit juices and sauces. However, due to various causes 

such as diseases, pest attacks, and unstable weather conditions cause a decrease 

in the quality and quantity of production. In order to contribute to maintaining 

the productivity of tomato plants, the use of technology can be an alternative to 

be applied to the cultivation of tomato plants. This study applies image pro-

cessing techniques to detect the texture of affected leaf using Gray-level Co-

occurence Matrix (GLCM) extraction and Color Moment using Convolutional 

Neural Network (CNN) method. Among the diseases that often occur in tomato 

leaf are late blight, Septoria spot, bacterial spot, Target Spot, Early blight, leaf 

curl, Spider mites Two spotted spider mites, and Leaf Mold. In this study a 

combination of GLCM-Color Moment and CNN method was chosen because of 

its reliability in identifying and classifying plant diseases compared to only us-

ing CNN. In this study, using a data set from Plant Village totaling 16.012 im-

ages. 

Keywords: Tomato Plant diseases, Color Moment, GLCM, CNN, deep learn-

ing 

1 Introduction 

Tomato is a fruit vegetable that is very potential to be cultivated because the fruit is a 

source of vitamins and minerals. Besides being consumed as fresh fruit and for cook-

ing spices, it can also be further processed as raw materials for food industries such as 

fruit juices and sauces [1]. Tomatoes become one of the horticultural commodities 

that have high economic value and still require serious handling, especially in terms 

of increasing yields and fruit quality [2]. Plant diseases, pest attacks, and unstable 

weather conditions can cause a decrease in the quality and quantity of production. 

Diseases that attack tomato plants can be caused by fungi, bacteria and viruses. The 

symptoms can be seen from changes in the shape and color of leaves. Most farmers 

do is recognize the symptoms with the naked eye and take immediate action without 

knowing how to overcome them. Therefore, we need the help of image processing 
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technology that can recognize diseases in tomato plants. Some types of diseases found 

in tomatoes include yellow leaf curl, potato virus y, tomato mosaic virus, and leaf spot 

[3]. 

 

Developing research on the identification of tomato plant diseases before [4], the 

number of classes used was six classes, including mushrooms: 2, bacteria: 2, viruses: 

1 and healthy (normal) 1. Therefore, this research class discusses the right features, so 

it is expected to be suitable for disease identification in tomato leaf. Research on the 

identification of plant diseases in terms of leaf digital images [5] suggests the use of 

shape, texture and color features. This study did not use the shape features because 

the form of rust disease is not patterned, other than that the shape features are more 

suitable for classifying of plant species with different leaf patterns [6] and identifica-

tion of plant diseases with symptoms of hollow or deformed leaves at the edge of the 

leaf, for example in disease mosaic on cassava leaves [7]. In addition to leaf disease, 

rain and temperature factors also affect the quality and quantity of production. There-

fore, the management of image pattern recognition to detect disease in leaves is a 

major problem in agriculture [8]. 

 

2 Related Work 

Deep Learning has made remarkable progress in identifying images in large numbers. 

Several previous studies used one of the Deep Learning architectures namely Convo-

lutional Neural Network (CNN) [9], [10], [11]. Deep learning uses an approach that 

can learn many layers of features and automatically makes representations of input 

data. Other studies have modified CNN using feature extraction to improve the per-

formance of CNN [12]. 

Table 1. Comparison between all classifications 

Classification Problem Method Accuracy (%) 
Leaf recognition for plant GLCM & PCA GLCM (78%); PCA 

(98.46%) 
Classification of maize leaf 

disease 
CNN (GoogLeNet) 97.89% 

Recognition of Maize Leaf 

Diseases 
CNN 92,85% 

Identification of Corn leaf 

disease 
CNN (GoogLeNet & 

Cifar10) 
GoogLeNet (98.9%) 

Cifar10 (98.8%) 
Cow Race Classification GLCM-CNN 93.763% 
classification of a variety of 

plant species 
CNN 97.47% 

Tomato Plant Leaf Disease 

Detection 
CNN 91.67 % 

 

3 Method 

There are texture differences between normal, diseased and mosaic leaves [9]. This 

study chose the gray-level co-occurrence matrix to extract textures because GLCM as 
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an excellent method is used to determine the texture of the leaves and detect plant 

types and have high accuracy [5], the complexity of image textures is difficult to de-

fine and quantify, but GLCM can be used to quantify and compare various aspects of 

image texture [10]. The use of color moments for color because there are differences 

in color on healthy and disease leaf [5] and [9]. Color Moment is an effective image 

extraction method for analyzing images with color due to the presence of vector di-

mensions with the lowest computational features and complexity compared to other 

methods such as color correlation, histogram and color structure descriptors [8]. An 

innovative solution is made to maintain the quality of tomato production by utilizing 

automatic motor technology with a camera that can capture the four sides of the plant 

to detect and recognize leaf disease. Using 4.923 images of diseased and healthy plant 

leaves, these image data are trained with in a convolutional neural network a deep F-

RCNN anomaly detection model to identify whether or not the disease exists. This 

research is expected to facilitate the identification of tomato plant diseases quickly 

[11]. Research on the analysis of plant diseases through leaf images using SVM for 

classiflying of features including linear, quadratic, gaussian, and cubic kernels pro-

duces an accuracy of 98.3% [12]. 

 

 
Fig 1. Proposed framework for the detection and classification of plant leaf diseases 

 

4 Result and Discussion 

4.1 Result  

This research uses computer specifications with Intel (R) Core (TM) i5-8250U @ 

1.60 GHz 1.80 GHz Processor, 8.00 GB Memory, 256 GB SSD and HDD for 1 TB 

data and Matlab. The dataset used for this study was sourced from plantvillage 

(https://plantvillage.org), divided into training data and test data used to solve small 

sample size problems in modeling. Training data from ten classes of tomato leaf is 
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70% and test data is 30%. Vector features a combined GLCM Texture feature called 

Contrast, Correlation, Energy and homogeneity. The amount of training data is 11.208 

images and 4.804 images of test data. 

Table 2. Data on tomato plant leaf 

Leaf Type Total leaf 

T. Spot 1.404 

Mosaic  373 

YLCV 3.209 

B. Spot 2.127 

Early B 1.000 

Late B 1.909 

Leaf Mold 952 

SL. Spot 1.771 

SMT. Spotted  1.676 

Healty 1.591 

Total all leaf 16.012 

 

4.1.1 Gray-Level Co-Occurrence Matrix (GLCM) 

 

The improvement of the proposed GLCM-Color moment-CNN method uses three 

approaches, namely: Comparing GLCM-Color moment-CNN with previous studies. 

Second, use ten classes to show increased accuracy. Third, reduce the background of 

the image to be imported and speed up the process of extracting the texture features of 

the image in computing. Feature extraction used, namely: 

 
 

Some GLCM Extracted textural features are illustrated in Table 3 and Table 4 for two 

different leaf images. 

 

 
Fig 2. Images textures extracted from leaf images (a) (b) 
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Table 3. Some image textures extracted from leaf images (a) 

Angle Contrast Correlation Energy Homogeneity 

00 0.10669 0.95639 0.24762 0.94733 

450 0.14825 0.93958 0.23102 0.92801 

900 0.11157 0.95441 0.24484 0.94491 

1350 0.14885 0.93931 0.23178 0.92824 

Average 0.12884 0.94742 0.23882 0.93712 

 

Table 4. Some image textures extracted from leaf images (b) 

Angle Contrast Correlation Energy Homogeneity 

00 0.23151 0.82838 0.24639 0.8987 

450 0.29727 0.78 0.23092 0.87992 

900 0.23148 0.82861 0.24946 0.90208 

1350 0.30544 0.77393 0.22816 0.87725 

Average 0.26642 0.80273 0.23873 0.88949 

 

At degrees 0° and 90° the GLCM method provides the same accuracy and results. 

Poor results are obtained at 45° because any change in neighboring degrees will 

change the value of the extracted leaf features. For any changes to the image using the 

GLCM method is very sensitive such as changes in rotation, scale, etc. This can be 

seen in Tables 3 and 4, differences in features extracted. The introduction of the 

GLCM method is very fast and the computing time for the GLCM method is less. 

4.1.2 Color Moment 

 

Color Moment is used to distinguish images based on color features and measure the 

similarity of colors between images. The color distribution of an image is defined as 

the probability distribution based on the Color Moment assumption. The color mo-

ment feature selection is based on the accuracy results per color moment feature in 

Table 5. 
Table 5. Testing Accuracy per Color Moments Feature 

Color moments (Cm) accuracy 

cm 1 52,33 % 

cm 2 93,67 % 

cm 3 67,33 % 

 

4.1.3 Convolutional Neural Networks (CNN) 

 

Convolutional Neural Network (CNN) is a type of neural network commonly used to 

analyze visual images, detect and recognize objects in images. Input data performed 

by CNN uses raw images (RGB images), but in the GLCM-Color Moment-CNN 
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method, the input data is extraction from the image texture using GLCM-Color Mo-

ment.  

Fig 3. Example of the data used in this research; (a) Target Spot, (b) mosaic virus, (c) Yellow 

Leaf Curl Virus, (d) Bacterial spot, (e) Early blight, (f) Late blight, (g) Leaf Mold, (h) Septoria 

leaf spot, (i) Spider mites Two spotted spider mites 

Grayscalling on the training data image and test data performed on MATLAB, using 

the function: I = rgb2gray ("image_variable") 

 
Fig 4. Grayscale image of Tomato leaf 

 

 
Fig 5. Tomato leaf color segmentation 

 

The results of this experiment can also be applied in other crops (mangoes, potatoes, 

rice or sugar cane) with different dataset sizes. Factor similarity in texture and type of 

disease from each leaf will be a challenge. Modifying the parameters of the model 

being trained depends on the size of the dataset used. 

4.2 Discussion 

Based on the strengths and weaknesses of previous studies, there is a research room 

related to the use of GLCM, Color Moment and CNN that can maximize the value of 

classification accuracy in leaf texture in tomato plant diseases. Three stages of our 
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research were carried out to evaluate the effectiveness of the proposed method. The 

first stage compares previous research, the second stage we used ten classes of tomato 

leaf disease, because previous studies were used below. The third stage we do image 

enhancement, Image reduction and Image segmentation so that the extraction process 

on the GLCM feature does not require a long time. 

 

4. Conclusion 
 

The conclusion that can be obtained from this research is the image identification 

system of diseases of tomato leaf based on the extraction of color moment features 

and texture features of GLCM with angular orientations of 0˚, 45˚, 90˚ and 135˚ and 

pixel spacing ranging from 1 to 10 pixels with CNN classification succeeded in iden-

tifying the types of diseases found in tomato leaf. The results of the identification 

there are 1.404 images of Target Spot diseased images, 373 images of mosaic virus 

and 3.209 images of Yellow Leaf Curl Virus, 2.127 Bacterial spot images, 1.000 Ear-

ly blight images, 1.909 Late blight images, 952 Leaf Mold images, 1.771 Septoria 

images leaf spot, 1.676 SMT Spot images and 1.591 healthy images. The GLCM-

Color moment-CNN method can be implemented to detect diseases in tomato leaf 

plants with 99% accuracy in detecting tomato leaf plant diseases. 
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