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PREFACE

Assalaamu ‘alaykum warahmatullahi wabarakaatuh,
The CITSM 2017 is in the general area of communication and information technology. It provides a forum for presenting and discussing the latest innovations, results and developments in IT Management & organizations, IT Applications, Cyber & IT Security, and ICT. The main objective of this conference is to provide a forum for engineers, academia, scientist, industry, and researchers to present the result of their research activities in the field of Computer and Information Technology. The primary focus of the conference is to create an effective medium for institutions and industries to share ideas, innovations, and problem solving techniques.

There are almost 205 papers submission and only 107 papers are accepted and 101 papers have been registered. Accepted papers will be presented in one of the regular sessions and will be published in the conference proceedings volume. All accepted papers are submitted to IEEEXplore. IEEE Conference Number: # 41401, IEEE Catalog Number: CFP1737Z-PRT, ISBN: 978-1-5386-2737-2, CFP1737Z-USB, ISBN: 978-1-5386-2738-9

On behalf of the CITSM organizers, we wish to extend our warm welcome and would like to thank for the all Keynote Speakers, Reviewers, authors, and Committees, for their effort, guidance, contribution and valuable support. Last but not least, thanks to all lecturers and staffs of the Faculty of Science & Technology, UIN Syarif Hidayatullah Jakarta and STIKOM BALI and other parties that directly and indirectly make this event successful.

Wa billahi taufiq wal hidaayah.
Wallahul muwaffiq ila aqwamit-tharieq.
Wasalaamu ‘alaykumu warahmatullahi wabarakaatuh.
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Abstract—Good quality software is a supporting factor that is important in any line of work in society. But the software component defective or damaged resulting in reduced performance of the work, and can increase the cost of development and maintenance. An accurate prediction on software module prone defects as part of efforts to reduce the increasing cost of development and maintenance of software. An accurate prediction on software module prone defects as part of efforts to reduce the increasing cost of development and maintenance of software. From the results of these studies are known, there are two problems that can decrease performance prediction of classifiers such as imbalances in the distribution of the class and irrelevant of the attributes that exist in the dataset. So as to handle both of these issues, we conducted this research using integrated a sample technique with feature selection method. Based on research done previously, there are two methods of samples including random under sampling and SMOTE for random over sampling. While on feature selection method such as chi square, information gain and relief methods. After doing the research process, integration SMOTE technique with relief method used on Naïve Bayes classifiers, the result of the predicted value better than any other method that is 82%.

Keywords—imbalance class, feature selection, software defect prediction

I. INTRODUCTION

In the development of the use of software to support the activities and the work increases, certainly the quality of the software must be considered. But the software component defective or damaged resulting in a decrease in customer satisfaction, as well as an increase in the cost of development and maintenance [1].

An accurate prediction on software module software defects as part of effort to reduce the increasing cost of development and maintenance of software that has been done by previous researchers [2]. In this study focuses on 1) estimating the amount of defect in the software, 2) find the relationship of software defects, 3) classifying defect software components, which defect module and non defect module [3].

While the software defect prediction research that has been done by previous research such as Naïve Bayes classifier [4] produce a good performance with an average probability of 71%. Naïve Bayesian is a simple classification [5] with a time of learning process is faster than any other machine learning [4]. Additionally it has a good reputation on the accuracy of prediction [6]. However, this method is not optimal in the case of having an unbalanced dataset [7].

The predicted performance of this method gets worse when the dataset has an irrelevant attribute [8]. While NASA MPD dataset [9] which have been used by previous researchers on software predictions have unbalanced defect datasets with attributes that are not all usable. To deal with unbalanced datasets there are three approaches that can be used, including data level (sample technique), algorithm level and ensemble method [10].

In general, the sample technique is divided into two types, including over sampling method is Random Over Sampling [11]. While the under sampling method is Random Under Sampling [12] and Resample method [13].

As for solving the problem of attributes that are irrelevant using attribute selection methods such as Information Gain, Chi Square, and Relief [14].

In this study, we propose to integrate the sample technique with feature selection method to handle imbalance class and attribute irrelevant to the Naïve Bayesian classification to produce a better accuracy in the software defect prediction.

There are several steps done in this study, First, sample technique to handle the imbalance class. Then, approaching the selection attributes thrown classifying for software defect prediction. Then calculating the validation and evaluation technique to determine the proposed method is whether better or not with the existing methods.

II. RELATED WORK

Research on the software defect prediction are one of the research that has been done by previous researches. From these studies it is known state of the art about software defect prediction research that discusses the imbalance class.

As research done by Chawla [15] who proposed the use of Synthetic Minority Oversampling Technique to handle the class imbalance by using a Naïve Bayesian classifier,
implemented in eight different dataset from the UCI repository. The results showed for all the data using SMOTE technique on balancing process has a greater potential to improve the performance of Naïve Bayesian and C.45 classifier use in the classification process.

While the research done by Riquelme [13] which states that the dataset in software engineering is very unbalanced. Therefore to balance using two technique, including SMOTE and Weka Randomly Resampling using J48 and Naïve Bayesian classifier is applied to the five datasets form PROMISE repository. The results show the approach SMOTE able to increase the average AUC value of 11.6%. Based on these results, balancing techniques can better classify minority classes.

While the research done by Putri, Wahono [16] states that NASA MDP dataset has unbalanced classes and attribute not relevant. Using the balancing class SMOTE and feature selection information gain, can improve the prediction results are better than Riquelme research only to rebalance the dataset.

Furthermore the study done by Gao using one of the feature selection algorithm which Relief that have been used in the research done by Kira. The research Gao shows that the Relief method as well as the Information Gain [17].

Therefore in this study implement an approach sample techniques which Synthetic Minority Over-sampling Technique (SMOTE) to reduce the influence of class imbalance and improve the ability to predict the minority class. Relief algorithm as well as for selection the relevant attribute. It also use Naïve Bayes algorithm used in the classification process.

III. METHODE

3.1. Sample Technique

The sample approach is one approach to solve the problem of class imbalance in a dataset. The commonly used sample approaches are over-sampling and under-sampling techniques [10].

a. Over-Sampling Technique

Over-sampling causes excessive duplication in the positive class cause over-fitting. Moreover, over-sampling can increase the number of training dataset, thus causing excessive computational costs [15].

Nevertheless, in research carried out by Chawla [15] found Synthetic Minority Over-sampling Technique (SMOTE) which produces artificially interpolated data on the over-sampling in the minority. The algorithm is simulated by finding k nearest to each minority sample, and then for each neighbor, randomly pick a point on the line connecting neighbors and sample itself. Finally, the data at that point is entered as an example of the new minority. By adding new minority sample into training data, is expected to over-fitting can be resolved [15].

b. Under-sampling Technique

Under-sampling approaches have been reported to outperform over-sampling approaches in previous literatures. However, the under-sampling approach reduces the majority class, perhaps losing useful information. This results in less accurate predictions [11].

Sampling is done randomly, so the majority of the sample is as large as the number of minority samples. Meanwhile, the sample used in the under-skilled approach is the majority sample that is under the sample [18].

We implemented our proposed Random Under-Sampling and SMOTE in the WEKA tool.

3.2. Feature Selection

At dataset software defects, attributes represent software metrics taken from the source code of the software used in the learning process. However, some attributes that are not relevant to require the removal to improve the accuracy of software defects prediction.

There are two algorithms used in the selection of attributes that wrapper and a filter [17]. In the wrapper algorithm using feedback from learning algorithm. While on the filter algorithm, the training data are analyzed using methods that do not require learning algorithms to determine the most relevant attributes [17]. In this study only uses algorithms to filter the selection attribute. Such as, chi-square (CS), information gain (IG), and Relief algorithm (RLF) [17].

a. Chi Square (CS)

CS can evaluate attribute values by calculating the statistical value related to the class. Statistical CS (also symbolized as $\chi^2$) is a nonparametric statistical techniques by using nominal data (category) with the test frequency.

$$\chi^2 = \sum_{i=1}^{n} \frac{(O_i - E_i)^2}{E_i}$$

where $\chi^2$ is the test statistic is asymptotically approaching the $\chi^2$ distribution, $O_i$ is the observed frequencies, and $E_i$ is the expected frequency, $n$ is the number of possible outcomes of each event.

b. Information Gain (IG)

In the IG is able to assess the importance atibut by measuring the information gain associated with the class. Generally IG estimates that the change in entropy of information before the state took some information.

$$IG(Class,Attribute) = H(Class) - H(Class|Attribute)$$
where $H$ determine entropy. More specifically, suppose that $A$ is the set of all attributes and class attributes being dependent of all the training examples, the value of $(a, y)$ with $y \in \text{Class}$ defines the value of specific examples to attribute $a \in A$. $V$ is the set of attribute values, namely $V = \{\text{value}(a, y) \mid a \in A \land y \in \text{Class}\}$ and $|s|$ is the number of elements in the set $s$. $G$ to attribute $a \in A$ defined as follows:

$$\text{IC}(\text{class}, x) = |x| \cdot \sum_{x \neq x}^{\text{class}} \frac{|\{y \mid \text{class}(y) = x\} \cap |x| \neq |x| = v^2}{|x|}$$  \hspace{1cm} (3)

3.4. Validation Technique

In this study using validation techniques 10 fold cross validation, with resulting confusion matrix [20] which are described in Table 1. In the confusion matrix, TN is true negative results are classified (true negative). FN is a positive result that is not properly classified as negative. TP is a positive result correctly classified (true positive). FP is the negative results are not correctly classified as positive (false positive).

<table>
<thead>
<tr>
<th>Class</th>
<th>Initial Value</th>
<th>True</th>
<th>False</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prediction</td>
<td></td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>Value</td>
<td></td>
<td>FN</td>
<td>TN</td>
</tr>
</tbody>
</table>

Confusion matrix of values will produce the ROC curve (Receive Operating Characteristics) whose task is to evaluate the performance of the classifier algorithm. Then the Area Under the ROC as a reference for evaluating which provides a summary of the performance of the classifier algorithm [20]. Area Under the ROC (Receive Operating Characteristic) (AUC) is a single value measurements are derived from signal detection. AUC values range from 0 to 1. The ROC curve is used to characterize the trade-offs between true positive rate (TPR) and false positive rate (FPR). A classifier that provides a large area under the curve is more of a classifier with a smaller area under the curve [21].

3.5. Evaluation Technique

In the statistical evaluation consisted of testing parametric and non-parametric test. As for testing the significant difference of the classifier algorithm performance using the non-parametric tests, such as tests Friedman [22]. Friedman test is a non-parametric test that is equivalent to the ANOVA parametric test. In the Friedman test ranking algorithm for each data set separately, the algorithm performance is good to be ranked first, while for the second-best given. Friedman test carried out by the appropriate post hoc test for comparison of more than one classifier with multiple datasets [22].

Below will be shown on the test friedman formula:

$$X^2_f = \frac{12}{(\text{max}(k+1)) \cdot \sum_{i=1}^{k} (R_i^2)^2} - \frac{(3n)(k+1)}{}$$  \hspace{1cm} (8)

Where

- $X^2_f$ = khai value - the level of two-way squares friedman
- $N$ = amount of sample
- $K$ = the number of groups samples
- 1, 3, 12 = constanta

We need to calculate $\mu_i$ and $\sigma_i^2$ where the mean and standard deviation of the value attribute $A_k$ for training samples of class $C_i$.
IV. EXPERIMENT RESULT

4.1. Dataset

In this study, using a dataset of software metric (National Aeronautics and Space Administration) MDP repository. They are public datasets used by previous researchers in the field of software defects prediction. NASA dataset MDP can be obtained via the official website Wikispaces (http://nasa-softwaredefectdatasets.wikispaces.com/). Dataset used in this study consisted of CM1, MW1, PC1 and PC4 are described in Table 2.

<table>
<thead>
<tr>
<th>TABLE 2. NASA MDP DATASET</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOC Count</td>
</tr>
<tr>
<td>CM1</td>
</tr>
<tr>
<td>MW1</td>
</tr>
<tr>
<td>PC1</td>
</tr>
<tr>
<td>PC4</td>
</tr>
</tbody>
</table>

Halstead Attributes
- Content: X X X X
- Difficulty: X X X X
- Effort: X X X X
- Error est: X X X X
- Length: X X X X
- Level: X X X X
- Time: X X X X
- Volume: X X X X
- Num_operands: X X X X
- Num_operators: X X X X
- Num_unique_operands: X X X X
- Num_unique_operators: X X X X

McCabe Attributes
- Cyclomatic_complexity: X X X X
- Cyclomatic_density: X X X X
- Design_complexity: X X X X
- Essential_complexity: X X X X

Miscellaneous Attributes (another)
- Branch_count: X X X X
- Call_pairs: X X X X
- Condition_count: X X X X
- Decision_count: X X X X
- Decision_density: X X X X
- Design_density: X X X X
- Edge_count: X X X X
- Essential_density: X X X X
- Parameter_count: X X X X
- Maintenance: X X X X
- Modified_condition_count: X X X X
- Multiple_condition_count: X X X X
- Global_data_complexity: X X X X
- Global_data_density: X X X X
- Normalized_cyclomatic_complexity: X X X X
- Percent_comments: X X X X
- Node_count: X X X X

As shown in Table 2, that each dataset consists of several software modules, along with the number of errors and attributes characteristic code. NASA dataset preprocessing MDP has 38 attributes plus one attribute disabled or not disabled (defective?). The attribute consists of an attribute type Halstead, McCabe, Line of Code (LOC) and miscellaneous attributes [23].

The dataset was obtained from NASA MDP software matrices which are described in Table 3, as follows:

<table>
<thead>
<tr>
<th>TABLE 3. SPECIFICATIONS AND ATTRIBUTES NASA MDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
</tr>
<tr>
<td>------------------</td>
</tr>
<tr>
<td>Instruments a spacecraft</td>
</tr>
<tr>
<td>Database</td>
</tr>
<tr>
<td>Flight software for satellites</td>
</tr>
<tr>
<td>orbiting the Earth</td>
</tr>
</tbody>
</table>

4.2. Implementation and Experiment Results

In this study using Naive Bayesian classifier algorithm at 4 dataset NASA MDP (CM1, MW1. PC1 and PC4). Classifier algorithm will be applied on the integration sample technique with a selection attribute method. Like, NB classifier with SMOTE and CS, NB classifier with SMOTE and IG, NB classifier with SMOTE and RLF, NB classifier with RUS + CS, NB classifier with RUS and IG, and NB classifier with RUS and RLF.

<table>
<thead>
<tr>
<th>Classification</th>
<th>CM1</th>
<th>MW1</th>
<th>PC1</th>
<th>PC4</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>0.694</td>
<td>0.727</td>
<td>0.768</td>
<td>0.825</td>
</tr>
<tr>
<td>NB with SMOTE and CS</td>
<td>0.766</td>
<td>0.759</td>
<td>0.734</td>
<td>0.856</td>
</tr>
<tr>
<td>NB with RUS and CS</td>
<td>0.752</td>
<td>0.722</td>
<td>0.79</td>
<td>0.859</td>
</tr>
<tr>
<td>NB with SMOTE and IG</td>
<td>0.751</td>
<td>0.767</td>
<td>0.817</td>
<td>0.856</td>
</tr>
<tr>
<td>NB with RUS and IG</td>
<td>0.753</td>
<td>0.722</td>
<td>0.79</td>
<td>0.859</td>
</tr>
<tr>
<td>NB with SMOTE and RLF</td>
<td>0.761</td>
<td>0.779</td>
<td>0.821</td>
<td>0.86</td>
</tr>
<tr>
<td>NB with RUS and RLF</td>
<td>0.755</td>
<td>0.747</td>
<td>0.793</td>
<td>0.878</td>
</tr>
</tbody>
</table>

In Table 4 shows the results AUC values were well on the use of models NB with SMOTE and RLF on two datasets (MW1, PC1). As for the CM1 dataset shows AUC good value on NB with SMOTE and CS models. And for PC4 dataset shows AUC good value on NB with RUS and RLF model.

4.3. Comparison Between Previous Models

To know that the proposed model has increased the accuracy after the optimized use of integration between sampling technique and feature selection algorithm, then do a comparison between the proposed model and a model that has been proposed by Menzies [4], Requille [13] and Putri [24].
TABLE 5.
AUC OF COMPARISON BETWEEN PREVIOUS MODELS

<table>
<thead>
<tr>
<th>Model</th>
<th>CM1</th>
<th>MW1</th>
<th>PC1</th>
<th>PC4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Menzies (2011), NB</td>
<td>0.694</td>
<td>0.727</td>
<td>0.768</td>
<td>0.825</td>
</tr>
<tr>
<td>Requille (2008), NB with SMOTE</td>
<td>0.739</td>
<td>0.751</td>
<td>0.793</td>
<td>0.858</td>
</tr>
<tr>
<td>Putri, Wahono (2015), NB with SMOTE and IG</td>
<td>0.751</td>
<td>0.767</td>
<td>0.817</td>
<td>0.856</td>
</tr>
<tr>
<td>Propose Model, NB with SMOTE and RLF</td>
<td>0.761</td>
<td>0.779</td>
<td>0.821</td>
<td>0.860</td>
</tr>
</tbody>
</table>

Results of the experiments are shown in Table 5 to produce the best classification model in the dataset displayed in bold. Shows the proposed model produces increased AUC values compared to other models.

While in Figure 1 describes the a comparison chart of AUC values for the four models of the four datasets NASA MDP.

![Figure 1. Chart of Comparison AUC values between Previous Model](image)

To know the difference any proposed model, then do a comparison using the non-parametric statistical calculations used for the computation of the classifier algorithm. Like, friedman test.

AUC values model of NB, NB with SMOTE, NB with SMOTE and IG, and NB with SMOTE and RLF compared using friedman test described in Table 6.

As shown in Table 6 shows the proposed model of model NB with SMOTE and RLF having P value 0.046, then P < α (0.05). So the NB model with SMOTE and RLF has significant differences with the pure NB model. The model of his study also has significant differences with NB, with each P value for NB with SMOTE is 0.046, while P value NB with SMOTE and IG is 0.046.

From these results, the SMOTE and RLF model applied to the Naive Bayesian classification has better calculation performance than the model that has been proposed with previous researchers.

V. CONCLUSION

From the results of calculations on research application of integration of sample method with the selection attribute of SMOTE and RLF in Naive Bayes classification yields better AUC value compared to the other model. SMOTE and RLF model is superior to the two datasets of the four datasets used, with a value of 78% in the MW1 and 82% datasets on the PC1 dataset.

Whereas when compared with models that have been proposed by previous researchers, such as Naive Bayesian, SMOTE on Naive Bayesian, SMOTE and IG on Naive Bayesian. From the results of research the value of AUC SMOTE and RLF on Naive Bayesian better performance than the model in all dataset used in the other research.

This result can be concluded from comparison result using friedman test, where P value is 0.046, which means P < α (0.05).

But from these results, the use of sample techniques and attribute selection algorithms in software defect prediction research can be done in the next research development, including:

1. For the selection of attributes in future studies may use techniques wrapper on attribute selection methods.
2. In further research can use a combination of sample technique with ensemble algorithm to improve the performance of the classifier.
3. In further research can use other classifiers, such as Logistic Regression, Neural Networks and SVM.
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